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ABSTRACT We apply quantum error mitigation (QEM) techniques to a variety of benchmark problems
and quantum computers to evaluate the performance of QEM in practice. To do so, we define an empirically
motivated, resource-normalized metric of the improvement of error mitigation, which we call the improve-
ment factor, and calculate this metric for each experiment we perform. The experiments we perform consist
of zero-noise extrapolation and probabilistic error cancellation applied to two benchmark problems run on
IBM, IonQ, and Rigetti quantum computers, as well as noisy quantum computer simulators. Our results show
that error mitigation is, on average, more beneficial than no error mitigation—even when normalized by the
additional resources used—but also emphasize that the performance of QEM depends on the underlying
computer.

INDEX TERMS Quantum computing.

I. INTRODUCTION
Quantum computers have steadily improved over the past
two decades, as can be seen in component metrics like
T1 and T2 times [20], [46] as well as full system metrics
like quantum volume [8]. While we expect these hardware
improvements to continue, it is generally accepted that er-
ror rates cannot be made low enough purely by hardware
improvements. Rather, to achieve error rates low enough
for useful applications, hardware improvements should be
coupled with algorithmic or software methods.
The most commonly pursued algorithmic method is quan-

tum error correction [13], [42], [48], which generally pro-
vides a tradeoff in qubit quantity for qubit quality, i.e., using
more qubits to achieve a lower logical error rate. Today, the
state-of-the-art experiments in quantum error correction [2],
[3] confirm an exponential suppression of errors as the code
distance increases, but do so for relatively small code dis-
tances. For example, the largest surface code implementation
to our knowledge [3] uses 49 physical qubits to encode one
logical qubit in a distance five surface code, while rough

estimates for current error rates require around 1000 physical
qubits per logical qubit for fault tolerance.
Because the experimental requirements of quantum error

correction are very demanding, and because of widespread
interest in applications of noisy quantum computers [34],
a new set of algorithmic methods to deal with errors has
emerged in recent years. These new methods are referred
to as quantum error mitigation (QEM) [7], [16], and are
designed to be less experimentally demanding than full quan-
tum error correction. However, this comes at the cost of being
less general and more heuristic than quantum error correc-
tion.
While a relatively large number of error mitigation tech-

niques have been proposed [19], [23], [37], [39], [51], [55],
[57], there have been relatively few experiments using error
mitigation, despite the fact that error mitigation is specifi-
cally designed for current quantum computers. A summary
from the literature of QEM experiments performed on quan-
tum computers is shown in Table 1. Note that this table is not
exhaustive for all benchmarks outside of the context of QEM.
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TABLE 1 History of Quantum Error Mitigation Experiments on Quantum Computers in the Literature

For instance, this review [44] provides a thorough collection
of T1 and T2 times for the dynamical decoupling benchmark.
In this work, we evaluate QEM in practice using a suite of

experiments on various benchmarks and quantum computers.
We consider two error mitigation techniques, two benchmark
problems, and four quantum computers. To quantify the per-
formance of QEM (relative to no error mitigation), we define
a natural metric that we call the improvement factor.

Our results show that QEM improves the performance of
noisy quantum computations in nearly all experiments we
consider, even when normalized by the additional resources
(namely, samples) used in the error mitigation techniques.
Depending on the number of qubits, circuit depth, and par-
ticular computer in the experiment, our results show between
a 1× and 7× improvement from QEM. Further, the error
mitigation we use is “out-of-the-box” in that it is not tailored
to the benchmark problems or computers we consider. Be-
cause of this, we expect QEM to be an essential component of
NISQ and even error-corrected computations and offer per-
spective on these points. The rest of this article is organized
as follows. Section II describes our methods for assessing the
performance of QEM in practice. This includes our defini-
tion of the improvement factor (Section II-A), the error mit-
igation techniques (Section II-B), the benchmark problems
(Section II-C), and the quantum computers (Section II-D)
used in our experiments. We present the results of our ex-
periments in Section III, and we discuss them in the larger

context of QEM and quantum computation in Section IV.
Finally, Section V concludes this article.

II. METHODS
To assess the experimental performance of QEM, we de-
fine a natural measure comparing the accuracy of an exper-
iment with QEM to the accuracy without QEM. This mea-
sure, which we call the improvement factor, is motivated
and defined in Section II-A. We experimentally calculate
this measure using two QEM techniques (Section II-B) with
two benchmark problems (Section II-C) on four quantum
computers and three noisy quantum computer simulators
(Section II-D). All the error mitigation techniques for this
study were implemented using the Mitiq error mitigating
compiler [27].

A. IMPROVEMENT FACTOR
The goal of most QEM techniques is to improve the estima-
tion of expectation values. Following an empirical approach,
we quantify the improvement in error mitigation by com-
paring the estimation errors obtained with and without error
mitigation.
Let ρ be an ideal n-qubit quantum state prepared by a

noiseless quantum computer after the execution of some
given quantum circuit C, i.e., ρ = C|0⊗n〉〈0⊗n|C†. For an
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observable Â = Â†, the ideal (noiseless) expectation value is

A = tr
[
ρÂ

] = tr
[
C|0⊗n〉〈0⊗n|C†Â

]
. (1)

When using a noisy quantum computer, we instead prepare
a noisy state ρ′ and collect N shots (samples) to obtain an
empirical estimate A′ of the expectation value.
The goal of QEM is to compute some quantity AQEM

which is a more accurate estimate of the ideal expectation
value A compared to the unmitigated estimate A′.1 Gener-
ally, computing AQEM is done by executing a set of circuits
{C1, . . .,CkQEM} related to C—usually with a different num-
ber of qubits, gates, and/or total shots NQEM—then postpro-
cessing the noisy results to obtain the error-mitigated es-
timate AQEM. We refer to an evaluation of an unmitigated
expectation value A′ as a trial. After performing t trials
A′
[1], . . .,A

′
[t] we can quantify the estimation error through

the root-mean-square error (rmse)√√√√1

t

t∑
i=1

(
A′
[i] − A

)2
. (2)

We use the rmse since it reduces to the absolute error when
all A′

[i] are approximately equal (e.g., in the limit of large N)
and, at the same time, it also takes into account the estimation
error due to the statistical fluctuations of the results A′

[i] over
different trials.
Similarly, we refer to an evaluation of AQEM as a QEM

trial. After performing t QEM trials A[1]QEM, . . .,A[t]QEM we
evaluate the rmse √√√√1

t

t∑
i=1

(
A[i]QEM − A

)2
. (3)

As noted, evaluating each A[i]QEM potentially uses additional
resources in the form of circuits, qubits, gates, and/or shots.
To account for these additional resources, we define the
problem-specific improvement factor

μQEM
(
C, Â

)
:= 1

c

√∑t
i=1

(
A′
[i] − A

)2
√∑t

i=1

(
A[i]QEM − A

)2 (4)

i.e., the cost-normalized ratio of rmse, where c is a cost
factor that takes into account the additional resources that
error mitigation requires compared to a simple unmitigated
experiment. One can define the cost factor c in many dif-
ferent ways depending on the specific context and practical
constraints [43]. For example, a possible definition is

c = √
NQEM/N (5)

1Note that here and throughout, we use the acronym QEM to refer to
a generic QEM technique and a specific acronym for a specific QEM tech-
nique. So, for example, the zero-noise extrapolated expectation value of Â is
denoted AZNE, and similarly for other quantities. A summary of our notation
is included in Appendix A.

such that error mitigation strategies which require a large
number of shots have c > 1 and, therefore, a reduced im-
provement factor (see Section IV-B for a discussion on nor-
malizing by other resources, e.g. qubits, and gates, in addi-
tion to shots). For all the hardware experiments presented in
this work, we use the same number of shots N = NQEM, such
that c = 1. However, via numerical simulations, we also test
the definition of the improvement factor for different values
of c. In particular, in Section III-A, we compare the normal-
ized and unnomralized improvement factor for N �= NQEM.
The improvement factor μQEM is a natural, empirically

defined measure of the performance of QEM for a specific
expectation value problem defined by a circuitC and observ-
able Â. To generalize over different problems in addition to
averaging over multiple trials, we also average over a set of
circuits C and a set of observables Â to define the improve-
ment factor

μQEM := 1

c

√∑
C∈C,Â∈Â

∑t
i=1

(
A′
[i] − A

)2
√∑

C∈C,Â∈Â
∑t

i=1

(
A[i]QEM − A

)2 . (6)

Here, as in (4), the circuit C is implicit in the expectation
values A, A′

[i], and A[i]QEM, e.g., A = tr[C|0〉〈0|C†Â]. While
this definition is general with respect to the circuits C, ex-
perimentally we consider two classes of benchmark circuits
(Section II-C) and quote the results from these classes of
circuits separately. Indeed, for most experiments on quan-
tum computers, we generate |C| = 4 randomized instances of
benchmark circuits from the two classes. We choose bench-
mark circuits such that there is one natural observable for
each circuit, i.e., |Â| = 1, where | · | denotes the cardinality
of the set. In all cases, due to limited device availability, we
perform t = 1 trial for each C, Â ∈ C × Â. In the numeri-
cal simulation presented in Section III-C instead, we also
explored the multitrial regime, up to t = 30.

We note that Cirstoiu et al. [9] also define a measure of the
improvement from error mitigation, in particular a problem-
specific measure. This quantity, which they call the relative
mitigation error and denote by ε, is given by (in the notation
of this article)

εQEM(C, Â) := |AQEM − A|
|A′ − A| . (7)

For t = 1, μQEM(C, Â) = c ε−1
QEM(C, Â).

Finally, we also note that different error mitigation tech-
niques can have different performances depending on the
locality of A; the observable of interest. The number of local
qubits in which A acts nontrivially, is often called the weight.
In most of the experiments presented in this work, we con-
sider maximum-weight observables corresponding to projec-
tors on a given computational basis state, i.e., A = |b〉〈b|.
However, in Section III-B, we also analyze improvement
factors associated with observables having different weights.
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B. QUANTUM ERROR MITIGATION TECHNIQUES
1) ZERO-NOISE EXTRAPOLATION
We apply zero-noise extrapolation (ZNE) [23], [25], [50]
with both linear and Richardson extrapolation—which we,
respectively, denote ZNE(L) and ZNE(R)—to our bench-
mark problems. For both cases, we evaluate kZNE = 3 noisy
expectation values A′(λi) at different noise scale factors λi ∈
{1, 2, 3} and the zero-noise limit is obtained as a linear com-
bination of the results

AZNE =
kZNE∑
i=1

ηiA
′(λi). (8)

For Richardson extrapolation, the best fit coefficients ηi in
(8) are given by the following [19]:

ηi :=
∏
j �=i

λ j

λ j − λi
. (9)

For linear extrapolation, the coefficients ηi are obtained from
a linear best fit and also only depend on the noise scale
factors, but the analytical expression is more involved [19,
eq. (26)].
For all ZNE experiments, we use global unitary fold-

ing [19] to scale noise. For odd integer scale factors λi, this
amounts to replacing the circuit C by C(C†C)(1−λi )/2. If λi
is not an odd integer, a fraction of the full circuit is folded
and appended to the circuit as described in [19]. Each noise-
scaled circuit is executed with �N/kZNE	 = �104/3	 shots so
thatNZNE 
 N = 104 (i.e., so that we use the same total num-
ber of shots in ZNE as in the unmitigated experiment). For
more details on our ZNE implementation, see Appendix B41.

2) PROBABILISTIC ERROR CANCELLATION
We also apply probabilistic error cancellation (PEC) [15],
[50], [57] to each benchmark problem. Here, the first step
is to characterize the set of noisy, implementable operations
{Oα} of a computer so that we can represent the ideal (noise-
less) operations {Gi} of a circuit in this basis, namely

Gi =
∑
α

ηi,αOα. (10)

Note that the calligraphic symbols Gi and Oα stand for
super-operators acting on the quantum state of the qubits
as linear quantum channels, and ηi,α ∈ R. In principle, this
requires full tomographic knowledge of the noisy opera-
tions {Oα}, but we make two simplifying assumptions in our
experiments.

1) We neglect errors of single-qubit gates.
2) We assume that all two-qubit gates G2Q (cnot or cz

in our experiments) are followed by local depolarizing
noise, i.e.,

G (noisy)
2Q = (Dp ⊗ Dp) ◦ G2Q (11)

where Dp(ρ) = (1 − p)ρ + p
3 (XρX + YρY + ZρZ)

is the single-qubit depolarizing channel and p is the
local error probability.

Under these assumptions, the quasi-probability representa-
tion of the ideal G2Q gate can be derived for any value of
p [49], [50]. For each G2Q operation, we obtain p from the
error rate in the calibration data reported by the hardware
vendor for the associated two-qubit gate (IBM, Rigetti), or
from the average two-qubit error rate (IonQ). More precisely,
in (11), the overall two-qubit error probability is p2Q = 1 −
(1 − p)2. So, given the parameter p2Q reported by the cali-
bration data of the computer, we estimate p = 1 − √

1 − p2Q
and use this in (11) to obtain the basis Oα .

After obtaining the basis Oα , we represent all two-qubit
gatesGi in the circuit in this basis as in (10) and stochastically
sample kPEC = 100 new circuits to execute. Each circuit is
executed with N/kPEC = 104/100 shots so that NPEC = N =
104 (i.e., so that we use the same total number of shots in
PEC as in the unmitigated experiment). For more details on
our implementation of PEC, see Appendix B42.

C. BENCHMARK PROBLEMS
A benchmark problem is defined by an n-qubit, depth d
quantum circuit C, and an observable Â as in (1). In this
work, we consider two benchmark problems in which the
circuit C produces (without noise) a single bitstring zC ∈
{0, 1}n, and we always take Â = |zC〉〈zC| as the correspond-
ing observable. Both circuits have a number of qubits n and
a depth d which can be varied independently, and we use
|C| = 4 (random) instances of each circuit for a given n, d.
In experiments on quantum computers, we choose n ∈ {3, 5}
and d ⊆ {1, 3, 5, 7, 9}. Additionally, for a specific device
(IBMQ Kolkata), we also perform a larger experiment with
n = 12 qubits and d ∈ {1, 5, 9}. The number of one- and
two-qubit gates for a given n, d depends on the circuit type
and is discussed for each circuit type below. As discussed in
Section II-D5 we repeat each of these experiments on noisy
quantum computer simulators for comparison.

1) RANDOMIZED BENCHMARKING
We use randomized benchmarking (RB) circuits [10],
[18], [29], [30], [31] as one benchmark problem in our
experiments. An n-qubit, depth d RB circuit is a se-
quence of d random Clifford group elementsUdUd−1 · · ·U1,
followed by a (classically computed) inverse elementUinv =
(UdUd−1 · · ·U1)−1, such that the full circuit

C = UinvUdUd−1 · · ·U1 (12)

is the identity operation (without noise). As such, the only
bitstring that should be measured is zC = 0n, and we take the
observable to be Â = |zC〉〈zC| = |0〉〈0|⊗n.
In all experiments, we use a line of qubits and apply

2-qubit RB sequences to each neighboring pair of qubits on
the line. If the total number of qubits is odd we also apply a
1-qubit RB sequence to the last qubit. The rationale for this

2500318 VOLUME 4, 2023



Russo et al.: TESTING PLATFORM-INDEPENDENT QEM Engineeringuantum
Transactions onIEEE

TABLE 2 Average Number of Two-Qubit (Single-Qubit) Gates for an
n-Qubit, Depth d RB Circuit

choice is that a linear topology can be easily embedded in the
connectivity graph of all quantum computers we consider in
this work, and therefore this choice makes our benchmarks
more consistent across different computers.
Note that the parameter d is the number of randomClifford

elements, not the actual physical depth of the circuit. Each
Clifford element must be decomposed into two-qubit gates
and single-qubit gates. The total number of two-qubit gates
depends on both d and the number of qubits n. In Table 2,
we report the average number of two-qubit and single-qubit
gates used in our experiments.

2) MIRROR CIRCUITS
We also use mirror circuits [35], [36] as a benchmark prob-
lem. Mirror circuits are similar to RB circuits in that they
have a structure of random layers, but their final state |zC〉
is randomized. This configuration allows a more uniform
sampling of measurement errors.
An n-qubit, depth d mirror circuit C is a randomized se-

quence of d Clifford layers and Pauli layers, where Clifford
layers are organized in such a way to conjugate a Pauli layer
into a rotated Pauli layer (see Fig. 1 of [36]). The full mirror
circuit C is equivalent to a random Pauli operator P , thus
the final ideal (noiseless) state is a random computational
basis state |zC〉 = P|00 . . . 0〉, and we take the observable to
be Â = |zC〉〈zC|.
It is important to notice that the Clifford depth d reported

in our results for mirror circuits is the number of random
Clifford layers. Since each Clifford layer is compiled into
elementary gates, and since additional random Pauli layers
are present in the circuit, the Clifford depth d is different
from the number of physical gates applied in the circuit. The
average number of two-qubit and single-qubit gates used in
our experiments are reported in Table 3 for different values
of d and n.

D. QUANTUM COMPUTERS
We test error mitigation techniques with each bench-
mark circuit on four quantum computers—IBMQ Kolkata,
IBMQ Lima, Rigetti Aspen-M2, and IonQ Harmony—
shown in Fig. 1 and described in the following sections.

TABLE 3 Average Number of Two-Qubit (Single-Qubit) Gates for an
n-Qubit, Depth d Mirror Circuit

We also perform experiments on noisy quantum computer
simulators for comparison to hardware and for additional
experiments. The noise models we use are described in
Section II-D5.

1) IBMQ LIMA
The IBMQ Lima computer consists of five superconducting
transmon qubits arranged in a “T-shape” topology shown
in Fig. 1(c). The error rates for the computer are listed in
Table 5 in Appendix B3. In our n = 3 qubit experiments, we
use the qubits with the lowest two-qubit error rates, namely
the qubits labeled (0, 1, 2). For n = 5 qubit experiments we
use all qubits on the device.

2) RIGETTI ASPEN-M2
The Rigetti Aspen-M2 computer consists of 80 super-
conducting qubits arranged in a hexagonal lattice shown
in Fig. 1(c). The error rates for the computer are listed in
Table 7 in Appendix B3. We perform n = 3 qubit experi-
ments on Rigetti Aspen-M2 using a line of qubits with rel-
atively low two-qubit error rates, namely, the qubits labeled
(10, 17, 113) highlighted in Fig. 1(c). Due to limited device
availability, we were only able to perform n = 3 qubit exper-
iments on this computer.

3) IONQ HARMONY
The IonQ Harmony computer consists of 11 trapped ion
qubits with all-to-all connectivity, shown in Fig. 1(c). Unlike
the IBMQ Lima and Rigetti Aspen-M2 computers, at the
time of performing experiments on IonQ Harmony, it was
not possible to select which qubits to use when submitting
jobs or to check which qubits were used after jobs were
completed. The average one-qubit and two-qubit gate errors
are, respectively, ε1Q = 0.0029 and ε2Q = 0.0073.

It is also worthwhile to note that, at the time of performing
experiments, it was not possible (from the AWS platform)
to disable compilation on IonQ Harmony, unlike on IBMQ
Lima and on Rigetti Aspen-M2. Disabling compilation
is important in error mitigation because techniques often
insert gates that are logically trivial (e.g., GG† in zero-noise
extrapolation) or perform other modifications to produce
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FIGURE 1. Overview of our method to assess the performance of quantum error mitigation in practice. An experiment consists of (a) a QEM technique,
(b) a benchmark problem, and (c) a quantum computer. The result of an experiment is the improvement factor (Section II-A) μQEM defined in (6),
potentially at various numbers of qubits n and/or circuit depths d . (a) Cartoon graphics of the two quantum error mitigation techniques we consider. In
zero-noise extrapolation (Section II-B1), a circuit C is mapped to a set of noise-scaled circuits by adding gates that compile (without noise) to the
identity. The expectation value is computed for each noise-scaled circuit, and the results are extrapolated to zero-noise with either linear or Richardson
extrapolation. In probabilistic error cancellation (Section II-B2), each ideal (unitary) gate of a circuit is expressed in the noisy basis of the computer. A
number of new circuits are sampled from this expansion and executed results are combined to produce the error-mitigated result. (b) Two benchmark
problems we use in our experiments (Section II-C). An n-qubit, depth d mirror circuit C is defined by a single layer of Clifford gates (white squares), d
Clifford layers, followed by their inverses (rectangles in colored boxes, daggers denote inverses) with intermediate random Pauli gates (circles in colored
boxes), and a final layer of Pauli (white circles) and Clifford gates. This sequence produces a single bitstring |zC〉, and we take Â = |zC〉〈zC | as the
observable. An n-qubit, depth d randomized benchmarking circuit is defined by a random sequence of d elements of the n-qubit Clifford group and a
final inverse such that the final state is |0〉, and we take Â = |0〉〈0| as the observable. (c) Qubit coupling maps for the four quantum computers we
perform experiments on (see Section II-D for device characteristics and error rates). Red nodes show qubits used for n = 3 qubit experiments. Qubit
selection was not available on IonQ Harmony and so nodes are unlabeled. We also perform experiments on noisy quantum computer simulators
(Section II-D5).

circuits that are meant to be run exactly as specified. To
avoid these problems when running ZNE on IonQ Harmony,
we add barriers of single-qubit infinitesimal rotations as
described in Appendix B6. Due to limited device availability,
we were only able to perform n = 3 qubit experiments on
this computer.

4) IBMQ KOLKATA
To assess the performance of error mitigation on
larger benchmark problem sizes (namely, n = 12 qubit
experiments), we use the IBMQ Kolkata device based on the
27-qubit superconducting chip—see Appendix B3 for the
coupling map (see Fig. 9) and error rates (see Table 6).

5) NOISY QUANTUM COMPUTER SIMULATORS
In addition to quantum computers, we also perform exper-
iments on noisy quantum computer simulators (hereafter
“noisy simulators”). There are two primary reasons for this.
First, this allows us to compare how error mitigation per-
forms with simple noise models relative to actual quantum
computers. Second, using noisy simulators allows us to cir-
cumvent practical limitations like device availability to per-
form additional experiments.

We consider two classes of noisy simulators: 1) one which
implements a simple noise model of single-qubit depolariz-
ing noise after each gate and 2) one which is based on the
error rates of a particular computer and so is meant to closely
emulate that computer. The simple noise model we use is
1% depolarizing noise after each two-qubit gate, i.e., each
two-qubit gate (cnot) is replaced by (11) with p = 0.01.
In addition to this simple noise model, we also use a noise
model based on the error rates of the IBMQ Lima computer
(referred to as FakeLima). This noisy simulator has the same
topology as IBMQ Lima shown in Fig. 1(c) and includes in-
homogeneous single-qubit gate errors, two-qubit gate errors,
and measurement errors based on the device characteristics
in Table 5. Similarly, we used IBMQ FakeKolkataV2 to clas-
sically simulate the hardware experiments performed on the
real IBMQ Kolkata device. Its coupling map and error rates
are reported in Fig. 9 and Table 6, respectively.

III. RESULTS
As described in Section II, we applied ZNE(L), ZNE(R),
and PEC to the RB circuit and mirror circuit benchmarks
on IBM, IonQ, and Rigetti quantum computers, as well
as noisy quantum computer simulators. For each of these

2500318 VOLUME 4, 2023



Russo et al.: TESTING PLATFORM-INDEPENDENT QEM Engineeringuantum
Transactions onIEEE

FIGURE 2. (Bottom panel) Unmitigated expectation values (orange
squares) and the corresponding mitigated expectation values using
ZNE(R) (green triangles) for n = 3 qubit RB circuits executed on IBMQ
Lima. The size of the error bars for the “Raw” line is dictated by the
standard deviation of the unmitigated values while the error bar sizes for
the “Mitigated (ZNE)” line is the standard deviation of the mitigated
values. For all depths, the ideal expectation value is equal to 1 (dotted
line). (Top panel) The improvement factor (6) at each depth for the
results in the bottom panel.

experiments, we compute the improvement factor (6) to
quantify the performance of each error mitigation technique.
An example of the results from one particular experiment

is shown in Fig. 2. Here, we show the result from apply-
ing ZNE(R) to n = 3 qubit RB circuits of various depths
on IBMQ Lima. At each depth, we generate |C| = 4 RB
circuits and evaluate the expectation value with and without
error mitigation using t = 1 trial, and use this to compute
the improvement factor (6). As shown in Fig. 2, the “raw”
(unmitigated) results diverge from the ideal (noiseless) ex-
pectation value as the depth d increases, while the ZNE(R)
results are closer to the ideal expectation value but generally
have higher variance. This is quantified in the improvement
factor which here ranges from μZNE(R) 
 1 to μZNE(R) 
 6.
In particular, all depths d > 1 show an improvement factor
μZNE(R) > 1, indicating ZNE(R) was always beneficial to
use in this example.
We show the results of all n = 3 experiments in Fig. 3.

Here, results are arranged in a grid displaying error miti-
gation techniques and benchmark problems, and different
colored markers in each subplot show results on different
quantum computers, including noisy simulators. As a base-
line for comparison, we consider a very simple noise model
of 1% depolarizing noise (see Section II-D5), and we find
as expected that this simple noise model generally produces
the largest improvement factors in experiments. (The inter-
esting exception is ZNE(R) for which IBMQ Lima shows
the largest improvement factors.) On real quantum com-
puters, there are additional sources of error including state
preparation and measurement (SPAM) error as well as more
complicated (in)coherent gate and crosstalk errors, so it is

expected—as we see in the results—that these improvement
factors are lower. However the improvement factors on the
IBMQ Lima computer—as well as the improvement factors
on the IBMQ Lima simulator which follow the real com-
puter fairly closely—are still aboveμ = 1, generally ranging
between μ 
 1 and μ 
 4, indicating that error mitigation is
beneficial on this device.
The improvement factors for PEC are lower, between μ 


1 andμ 
 2, so PECwas generally less beneficial to run than
ZNE, but still more beneficial than no error mitigation for
most back ends (IBM, IonQ, and all simulators.). Moreover,
we should take into account that PECwas applied assuming a
very simplified noise model (depolarizing) and so we expect
better performances when PEC is based on a more faithful
noise characterization. On IonQ Harmony, there are several
cases where μ < 1, especially in ZNE(R) experiments, so
ZNE(R) was generally worse to use than no error mitigation
on this computer, while ZNE(L) was more beneficial than
no error mitigation. Interestingly, most improvement factors
on Rigetti Aspen-M2 are close to μ = 1, so error-mitigated
results were generally the same as unmitigated results on this
computer. Recall that our improvement factor (6) normalizes
by additional shots.
We repeat the same type of experiments using n = 5 qubits

and show these results in a similar format in Fig. 4. Here
we were unable to perform experiments on Rigetti Aspen-
M2 or IonQ Harmony due to limited device availability.
We see again in these results that the improvement factors
for the simple 1% depolarizing noise model are generally
the largest, as expected. The improvement factors on IBMQ
Lima are comparable in magnitude to the n = 3 experiments,
and in all cases, μ ≥ 1 so error mitigation was always ben-
eficial. We also see that the IBMQ Lima simulator results
follow the results of the real computer fairly closely, as in
the n = 3 qubit experiment.
To further test the performance of QEM as the problem

size increases, we perform n = 12 qubit experiments on both
a hardware device and a noisy quantum computer simulator
and show these results in Fig. 5. The hardware device is the
27-qubit IBMQ Kolkata computer and the noisy simulator
is based on this Kolkata device (see Fig. 9 for the coupling
map and Table 6 for the error rates). Here we see that im-
provement factors range fromμ 
 1 toμ 
 3 indicating that
error mitigation is still effective on larger problem sizes. The
improvement factors for (parallel) randomized benchmark-
ing circuits are higher than for mirror circuits in all cases,
likely due to the fact that mirror circuits contain two-qubit
gates across all edges. This is somewhat visible in n = 3, 5
qubit experiments but more accentuated here due to the larger
problem size, and suggests that additional error mitigation on
top of ZNEmay be necessary to mitigate errors and crosstalk
effects in larger applications. However, ZNE still performed
better than the unmitigated experiments in all cases.
In the next subsections, we consider the dependence of the

improvement factor defined in (6) with respect to different
specific parameters: the number of shots (Section III-A), the
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FIGURE 3. Improvement factor (6) results for n = 3 qubit experiments. From left to right, the quantum error mitigation techniques are ZNE with linear
extrapolation, ZNE with Richardson extrapolation, and probabilistic error cancellation. The top panel shows improvement factors for over |C| = 4
randomized benchmarking circuits, and the bottom panel shows results for |C| = 4 mirror circuits. Circle markers show quantum computer results and
square markers show noisy quantum computer simulator results. In most cases, improvement factors are highest for the 1% depolarizing noise model
(gray squares), which is expected as this is the simplest noise model. Improvement factors on IBMQ Lima (blue circles) are almost always above μ = 1.
Improvement factors on Rigetti Aspen-M2 (orange circles) and IonQ Harmony (green circles) are frequently below μ = 1 — notably for ZNE(R) RB circuits
— indicating that error mitigation did not help in these experiments. Improvement factors from PEC are notably smaller than the ZNE experiments but
are mostly above μ = 1.

FIGURE 4. Improvement factor (6) results for n = 5 qubit experiments, in the same format as Fig. 3. In this case, we still see that improvement factors
are usually highest on the 1% depolarizing noise simulator, as expected. The average improvement factors for ZNE are comparable but slightly lower
than those of the n = 3 qubit experiments, whereas the average improvement factors for PEC are noticeably larger than those of the n = 3 qubit
experiments.

observable weight (Section III-B), and the number of trials
(Section III-C).

A. DEPENDENCE OF IMPROVEMENT FACTOR ON THE
NORMALIZATION FACTOR c
In the hardware and numerical experiments presented in
Figs. 2–5, we intentionally used precisely the same resources
for estimating unmitigated and mitigated results. That is,
we always computed improvement factors in which the cost
normalization factor c, which appears in (6), is equal to 1.
In Fig. 6 instead, we compute the unnormalized (top panel)
and normalized (bottom panel) improvement factor evalu-
ated at a different shot ratio NQEM/N, for a simulated IBM
device (FakeLima). It appears that, without normalization
(c = 1), increasing the number of shots improves the results
for the ZNE and PEC error mitigation techniques. However,
when normalizing by the measurement cost, quantified as
c = √

NQEM/N, the improvement factor decreases.
From a theoretical point of view, there is not an obvious

and unique choice for the normalization factor c, because the
choice mainly depends on practical constraints. For example,

in this work, we suggested using c = √
NQEM/N, but differ-

ent normalization factors have been proposed in the litera-
ture [43]. Moreover, one can imagine the extreme situation
in which one just wants to benchmark the estimation ac-
curacy for error-mitigated expectation values independently
from the associated resource cost, such that the unnormal-
ized improvement factor [(6) with c = 1)] can represent an
appropriate metric.

B. DEPENDENCE OF IMPROVEMENT FACTOR ON THE
LOCALITY OF THE OBSERVABLE
In this subsection, we study the dependence of the improve-
ment factor on the number of qubits on which the estimated
observable acts on, often referred to as the weight of the
observable.
We consider a randomized benchmarking circuit C with

n = 12 qubits and ideal measurement result zC = 0 . . . 0,
executed on a simulated IBM device (FakeKolkata). In all
the experiments that we have previously presented (see,
e.g., Fig. 5), we always considered the maximum-weight
observable A = |0 . . . 0〉〈0 . . . 0|. Here instead, we define the
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FIGURE 5. Improvement factor (6) results for n = 12 qubit experiments
on both a quantum device and a noisy simulator based on the IBMQ
Kolkata computer (see Fig. 9 for the coupling map and Table 6 for error
rates).

following observables:

Aw = |0 . . . 0〉〈0 . . . 0|1:w ⊗ 1w+1:n, w = 1, 2, . . . n
(13)

where |0 . . . 0〉〈0 . . . 0|1:w is the projector on the zero state of
the first w qubits and 1w+1:n is the identity on the remaining
qubits. By construction, the weight of Aw is w and, for a
randomized benchmarking circuit, the ideal expectation
value is 1 for all values of w.

Estimating a low-weight observable is typically easier
with or without error mitigation. So we expect both the un-
mitigated and themitigated estimation errors to increase with
respect to w. However, since the improvement factor defined
in (6) is given by the error ratio, it is hard to guess howμQEM
depends on the observable weight.
Indeed, in Fig. 7 (top panel), we plot the improvement

factor against w and we note a nontrivial behavior for differ-
ent error mitigation techniques. On the other hand, in Fig. 7
(bottom panel), we observe that, as expected, the bare rmse
associated with each error mitigation technique has a mono-
tonically increasing dependence on w. Compared to ZNE,
PEC seems to bemore scalable with respect to the observable
weight.

FIGURE 6. Improvement factor defined as in (6) and unnormalized, i.e.,
with c = 1 (top panel). Improvement factor normalized by the
measurement cost quantified as c = √

NQEM/N where N is the maximum
number of shots (bottom panel). In both panels, in the x-axis we report
the shot ratio NQEM/N, where NQEM is the number of shots employed for
error mitigation and N is the number of shots used without error
mitigation. The benchmark is based on a randomized benchmarking
circuit of depth d = 5 acting on n = 3 qubits and executed on the IBM
FakeLima device.

C. DEPENDENCE OF IMPROVEMENT FACTOR ON THE
NUMBER OF TRIALS
In all the experiments executed on real hardware, we only
considered a single trial t = 1, even if we averaged over
multiple random circuits. In Fig. 8, instead, we show, through
numerical simulations, how the improvement factor changes
as we progressively average over more trials. We note that
the improvement factors are more or less constant as the
number of trials increases, with a small exception of Richard-
son extrapolation which appears to fluctuate for earlier num-
bers of trials but does become relatively constant after ten
trials.
A possible explanation for the weak dependence of μQEM

on the number of trials is that, even when using a single trial,
the improvement factor formula in (6) is still an average over
different instances of random circuits. Such an average over
different circuits is probably enough to smooth the statistical
fluctuations of the improvement factor.
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FIGURE 7. (Top panel) Improvement factor (6) associated to the
observable Aw introduced in (13) as a function of w, i.e., the number of
qubits on which Aw acts nontrivially. (Bottom panel) same results but
reporting the mitigated root-mean-squared error (without dividing by the
unmitigated error). The numerical simulations are performed on the IBM
FakeKolkata device, for a randomized benchmarking circuit of depth
d = 5 acting on n = 12 qubits.

IV. DISCUSSION
A. POSITIVE FEATURES OF OUR WORK
A positive aspect of our experiments is that we apply error
mitigation techniques “out-of-the-box,” i.e., we do not tailor
any techniques to the benchmark problems or computers
we consider. Indeed, all experiments were performed with
high-level API calls to QEM software [27] (see Appendix B
for more on the implementation details). While tailoring
techniques to specific experiments are likely to provide better
results and are advisable in most applications, our approach
gives a picture of what can be expected fromQEM in general
applications.
Another positive feature of our work is the comparison

of results across several computers. This experimentally
verifies that error mitigation can indeed be viewed as an
algorithmic or softwaremethod independent of hardware, but
our results also emphasize that the performance of error mit-
igation depends on the underlying computer. A clear exam-
ple that illustrates this is zero-noise extrapolation with very
deep circuits such that the final state is approximately the
maximally mixed state. In this scenario, scaling noise further
does not produce any signal from which one can extrapolate,
so ZNE has no advantage relative to no error mitigation. On

FIGURE 8. Improvement factor (6) as a function of the number of trials.
The benchmark circuit used in this figure is a randomized benchmarking
circuit of depth d = 5 acting on n = 3 qubits and executed on the IBM
FakeLima device.

a more accurate quantum computer, however, the final state
may not be maximally mixed and noise may be able to be
scaled with small-scale factors. On the opposite limit, if a
quantum computer is already very accurate, the improvement
factor due to error mitigation is necessarily small. In fact, in
the limit of very weak noise, the bias of expectation values
is negligible compared to the statistical variance which is
typically not reduced by error mitigation (actually, it is often
increased by it).
Beyond experimental results, our work introduces a

quantitative, problem-independent, and resource-normalized
measure of the improvement of QEM, the improvement fac-
tor, namely, (6). This is a natural and empirically moti-
vated measure that introduces a standardized metric for mea-
suring and comparing error-mitigated quantum computer
performance. For this reason, we expect the improvement
factor metric to be used in other future experiments, be-
yond this work. We have shown the relation of our met-
ric to the metric in [9] so that results can be compared,
and we encourage the use of quantitative metrics in future
error mitigation work to continue this effort. Finally, we
incorporated the notion of normalizing the additional re-
sources (namely, the cost factor c) in our definition of the
improvement factor, and experimentally showed error miti-
gation can still be beneficial even when adjusting by these
extra resource requirements.

B. LIMITATIONS OF OUR WORK
While the cost factor defined in (5) normalizes by the addi-
tional shots used in QEM, it does not normalize by additional
qubits, gates, or circuits. While the error mitigation tech-
niques we used in this work do not increase the number of
qubits in executed circuits, other techniques do require more
qubits in executed circuits, and accounting for this resource
is important to understand the value of QEM.
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In more detail, the techniques we use can increase both the
number of gates and the number of circuits executed in an ex-
periment. In particular, in ZNE, the number of gates in each
circuit is primarily increased but the number of circuits is
only slightly increased, while in PEC the number of gates in
each circuit is essentially the same as the original circuit but
the number of circuits to execute is significantly higher. The
optimal way to account for these additional resources is not
immediately obvious, for example, whether to count addi-
tional circuits separately or to only count the total number of
gates in all circuits. Similarly, even if additional circuits use
the same number of qubits as the original circuit, they could
be executed simultaneously by using additional qubits, so
there is some subtlety concerning the most appropriate way
to normalize for these space-time tradeoffs. Ultimately, these
questions are likely to depend on the particular computer
being used, but the variety and flexibility of available error-
mitigating techniques should be encouraging to builders and
users of the many different quantum computer architectures
being proposed.
Another potential resource in QEM is preprocessing/noise

characterization. For example, in PEC, one needs to deter-
mine the noise basis of the computer, and in measurement
error mitigation one needs to characterize the confusion ma-
trix. However, these examples and others usually do not grow
with the size of the problem. Thus, they are likely less im-
portant to account for in the improvement factor. (Recall that
we assumed a particular noise model for PEC and did not
perform gate characterization, so preprocessing cost is not
present in our improvement factor results.) Applying “out-
of-the-box” error mitigation techniques at the gate level may
be pairedwith tailored andmore complex noisemodels going
beyond error calibration information produced by hardware
providers [5], [45].

Although we experimentally evaluate QEM more gener-
ally than current literature (see Table 1), we still consid-
ered just two error mitigation techniques out of (roughly)
dozens proposed in the literature. Additionally, both bench-
mark problems we used are based on random circuits—while
we expect our results to extend to structured circuits (say
for time evolution), this needs to be experimentally verified.
Due to limited device availability (i.e., which computers and
how much computer time we had access to), we were only
able to perform experiments on up to n = 12 qubits. This is
fairly typical for error mitigation experiments (see Table 1),
and we used noisy simulators to test the performance of
error mitigation on larger problem sizes, but experiments on
larger computers are still desirable. Last, we only considered
experiments with a single error mitigation technique. Exper-
iments composing two or more error mitigation techniques,
for example, zero-noise extrapolation with dynamical de-
coupling and measurement error mitigation, will likely yield
the largest improvement in applications. We leave quanti-
fying this improvement (again normalized by additional re-
sources used) and other points mentioned here for future
work.

C. RELATIONSHIP TO THE LITERATURE
Our work adds a significant number of QEM experiments
relative the current literature (see Table 1). Notably, our
work introduces a quantitative, problem-independent, and
resource-normalized measure of the improvement of QEM,
and we compute this quantity on multiple quantum comput-
ers. With the notable exception [9], our work goes signif-
icantly beyond most experimental studies of QEM which
typically consider one technique for a specific experiment
and do not explicitly evaluate a quantitative improvement of
QEM.

D. FUTURE OUTLOOK OF QEM
Based on our results and other experiments in the literature
using error mitigation, we expect QEM to be an essential
component of virtually all experiments on “NISQ” comput-
ers [34], where we can take “NISQ” to roughly mean com-
puters with up to n ∼ 102 qubits capable of implementing
d ∼ 103 two-qubit gates. Indeed, depending on how much
overhead is required for error correction, error mitigation
techniques may continue to be important at even larger
scales.
Abstractly, QEM can be viewed as combining NISQ

computers with classical processors, and we have shown
that this combination is still beneficial even when normalized
by additional resources used. This combination is likely to be
most beneficial when applied to problems that are classically
hard [1]. In this setting, a quantum computer is used to get a
rough solution to a hard problem, and a classical computer
is used to improve the accuracy of the solution. We expect
that combining the strengths of both devices in this manner
will be necessary for solving problems too hard for either
device to solve individually.
Furthermore, it is likely that QEM will play an im-

portant role beyond NISQ computations, namely in error-
corrected computations. Although QEM and QEC are some-
times thought of as separate techniques due to their differ-
ent resource requirements and generality, they are similar
in that both are algorithmic or software techniques to deal
with errors in quantum computers. For example, dynamical
decoupling—largely considered to be a QEM technique in
many settings—has been an important technique in recent
quantum error correction experiments [3] to improve the fi-
delity of data qubits while syndrome measurements are per-
formed. Further, [41] provides a more theoretical discussion
about the application of QEM in fault-tolerant quantum com-
puting. We anticipate additional work connecting error mit-
igation to error correction at both the theoretical and exper-
imental levels. Our results and the experimental framework
for obtaining these results [27] provide some foundation for
progress in this direction.

V. CONCLUSION
In this work, we experimentally tested the performance of
QEM. Using an empirically motivated metric that normal-
izes by the number of additional resources used in a QEM
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technique, we quantified the improvement of error mitiga-
tion using a variety of benchmark problems and quantum
computers. In particular, we tested zero-noise extrapolation
and probabilistic error mitigation on two benchmark prob-
lems and three quantum computers. The largest of such error
mitigation benchmarks involved quantum circuits acting on
12 qubits with more than 100 two-qubit gates and more than
600 single-qubit gates. Our results show that error mitigation
is on averagemore useful than no errormitigation, evenwhen
normalizing by the additional resources used and applying
“out-of-the-box” error mitigation, i.e., not tailoring the tech-
nique to the specific benchmark problem or the specific quan-
tum computer. While these latter points are likely to provide
further improvements and are encouraged in applications,
our results provide a general picture of what can be expected
from QEM in practice.
Our definition of the improvement factor is, together with

the very recent proposal of [43], one of the first quantitative
metrics to normalize by additional resources used in error
mitigation, and we encourage the adoption of this or similar
metrics in future work. It is also of interest to expand this
metric for resources we do not account for here—for exam-
ple, additional qubits and gates—to more fully understand
and quantify the value of QEM in real experiments. This
also can be considered with error mitigation techniques we
did not use here—for example, dynamical decoupling) [14],
[33], [53], [54], [58], Clifford data regression [6], [26], and
noise-extended probabilistic error cancellation [32]. Addi-
tional experimental and theoretical results of this nature will
help to further the progress made in this work and better
understand the value of error mitigation in the larger context
of quantum computing and quantum error correction.
Note added:While preparing our manuscript, we noticed

a recent review of QEM [7] which is similar in scope but
discusses QEM from a more theoretical rather than experi-
mental perspective as in this article.

APPENDIX A
NOTATION
A summary of notation is shown in Table 4.

APPENDIX B
IMPLEMENTATION DETAILS
In this appendix, we discuss the implementation of the ex-
periment and provide more details pertaining to how these
experiments were programmatically carried out.

A. EXPERIMENT SETUP
For a given experimental run, the user specifies whether to
run on a quantum hardware or simulator device, the platform
to target (IBM, IonQ, or Rigetti) covered in B3, the error
mitigation method to apply (PEC or ZNE) covered in B4, and
the circuit type to consider (RB or mirror) covered in B5.

Oncewe obtain either our RB ormirror circuitC, we define
an executor function that takes the input circuit and returns an

TABLE 4 Summary of Notation

TABLE 5 IBMQ Lima Error Rates for Each Qubit in the Coupling Map
From Fig. 1(c); Here, ε1Q, εCX, and εM Represent the Single-Qubit

√
X -Gate

Error, the Average Two-Qubit CNOT Error, and the Readout Assignment
Error, Respectively [21]

TABLE 6 IBMQ Kolkata Error Rates for Each Qubit Used in Our n = 12
Qubit Experiments (See Fig. 9)

TABLE 7 Rigetti Aspen-M2 Measures of the Average Two-Qubit CNOT
Error (εCX) for the Qubit Edge and Relative Readout Fidelity Rates for the
Qubits in the Device That We Use in Our Experiments: Accessed From [4]
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TABLE 8 Summary of Experiments Performed

expectation value 〈A〉 where A = |z〉〈z| for each circuit and
where z denotes the correct bitstring.

The circuits may contain gates that are not in the supported
gatesets for the hardware device we are targeting to run on.
In this case, we compile the gates in the circuit to gates in the
supported gateset (more on this process in B5.)

We then loop over each Clifford depth andwithin this loop,
iterate over the number of trials we want to perform at each

depth. For each iteration within our trial, we calculate the
result of applying our error mitigation method. The resulting
data is saved. Further information on the saved data can be
found in B2.

B. SOFTWARE AND EXPERIMENT DATA
Our experiments were carried out using Python 3.9. The
error mitigation methods of PEC and ZNE were applied via
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FIGURE 9. Coupling map for the 27-qubit IBMQ Kolkata computer. We
use this device (see Table 6 for its properties) to perform n = 12 qubit
error mitigation experiments on the red qubits. Results are shown
in Fig. 5.

version 0.18.0 of the Mitiq Python software package. The
libraries Cirq (version 1.0.0), amazon-braket-sdk
(version 1.25.2), and Qiskit (version 0.38.0) were used
to specify the circuits for our experiments. Further informa-
tion on theMitiq package can be found on the official GitHub
repository2 as well as in [27].
The data obtained from our experiments and used to gen-

erate the plots in this work can be found in the data
directory

data/TYPE/QEM/CIRCUIT/PLATFORM/

where TYPE ∈ {hardware,software} describes
whether the experiment was run on either an actual quantum
device or a simulator, QEM ∈ {pec,zne} describes the
error mitigation method that was applied, CIRCUIT ∈
{mirror,rb} describes the circuit type consid-
ered, and where PLATFORM ∈ {ibmq,ionq,rigetti,

depolarizing} describes on which platform the
experimental data was obtained from.
Contained in each such directory is a subfolder with the

following form:

PLATFORM_QEM_CIRCUIT_QUBITS_MIN_
MAX_SHOTS_TRIALS

where QUBITS is the number of qubits used in the ex-
periment, MIN is the minimum Clifford depth, MAX is the
maximum Clifford depth, SHOTS is the total number of
shots used in the experiment (this is 10 000 for all of
our experiments) and TRIALS is the total number of tri-
als carried out per experiment (this is 4 for all of our
experiments).
In each such subfolder is a listing of files with the follow-

ing prefixes.

1) cnot_counts: The number of cnot gates in the
circuit.

2https://github.com/unitaryfund/mitiq

2) noise_scaled_expectation_values:
Noise-scaled expectation values (for ZNE only).

3) noisy_values: The nonscaled noisy expectation
values (prior to applying error mitigation).

4) oneq_counts: The number of circuit instructions
(minus the number of cnot operations).

5) true_values: The ideal values (these are always
equal to 1).

6) mitigated_values: The error-mitigated values.

Each row represents the value obtained at the depth cor-
responding to the index and each column represents the data
obtained for a given trial.
Running the software in [52] that is responsible for cap-

turing quantum device hardware experiment data requires
possessing an AWS Braket account (for IonQ and Rigetti)
an IBM Quantum account (for IBM). Running the software
on exclusively quantum simulators can be done without any
such account access.
To run the software on a simulator device the variable

use_noisy_simulator should be set to True (and
alternatively,False if the desire is to run on quantum device
hardware). Setting the mitigation_type variable to ei-
ther pec and zne runs PEC or ZNE error mitigation, respec-
tively. The type of circuit to use can be set via the variable
circuit_type to either rb for randomized benchmark-
ing circuits ormirror formirror circuits. Specifying the tar-
get platform can be done by setting the hardware_type
variable to either ibmq, ionq, or rigetti for IBM, IonQ,
or Rigetti, respectively.

C. QUANTUM COMPUTING DEVICE PLATFORMS
Access to the Rigetti Aspen-M2 and IonQ Harmony hard-
ware devices were provided via the Amazon Braket service
on AWS. Hardware information pertaining to qubit topology,
error rates, etc., was obtained via the Amazon Braket API.
Access to the IBMhardware Lima device and IBMFakeLima
and FakeKolkataV2 simulator devices were provided by the
IBM Quantum Compute Resources page [21].

D. ERROR MITIGATION
The PEC and ZNE error mitigation methods were applied
using the Mitiq software package.

1) ZNE
The Mitiq package employs local folding [19] and global
folding [45] as gate-level noise scaling methods for ZNE. In
this work, we used global folding.
Global folding increases the effective length of the quan-

tum circuit by compiling the input circuit with a larger num-
ber of gates. Each set of layers in the circuit is replaced by
GG†G. Since GG† = I, this has no effect when running our
circuit on an ideal simulator. However, in the case where one
uses a noisy device, this increases the noise and effective gate
errors of the computation. An arbitrary example that depicts
the global folding technique is shown in Fig. 10.
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FIGURE 10. Example of the global folding technique applied to an
arbitrary circuit. For a given collection of gates denoted by G, we increase
the effective length of the overall circuit by creating GG†G.

LISTING 1: Apply global folding to a circuit in Mitiq.

LISTING 2: Applying ZNE in Mitiq using Richardson extrapolation with
noise scale factors λi ∈ {1, 2, 3}.

An example of how to make use of global folding in Mitiq
is provided in Listing 1 that makes use of λ = 3 being a scale
factor. Note that one can select λ = 1, which corresponds to
note performing any folding, whereas selecting λ = 3 folds
all of the gates in the circuit. For any scale factors λ > 3 in
Mitiq, this folds some or all gates in the circuit.
For ZNE, we applied linear and Richardson extrapola-

tion methods provided as factory objects in Mitiq as Lin-
earFactory and RichardsonFactory, respectively
(Listing 2).

2) PEC
To apply probabilistic error cancellation [15], [50], [57] we
use the associated Mitiq module. We extract the two-qubit
error probability p2Q from the back end properties as re-
ported by the hardware vendor. We use this information
together with the utilities in mitiq.representations
to generate the quasi-probability representations for all
the two-qubit operations acting on neighboring qubits
of the quantum processor. We store the result as a
list (representations) of mitiq.pec.Operation
Representation objects. After this preliminary step, we
can obtain all the error-mitigated expectation values as de-
scribed in Listing 3.

LISTING 3: Apply PEC using Mitiq.

LISTING 4: Defining RB circuits in Mitiq.

LISTING 5: Defining mirror circuits in Mitiq.

E. CIRCUITS
In order to construct our RB circuits, we define an RB pattern
by splitting the qubits into 2-qubit pairs. We then generate a
generic RB sequence via the Qiskit library. If the circuit is to
be run on either Rigetti or IonQ, we perform a conversion of
the Qiskit circuit to a Braket circuit (Listing 4).

We generate mirror circuits via the generate_mi-
rror_circuit function from Mitiq. Mirror circuits
parameterize the number of random Clifford layers to be
generated (Listing 5).

1) CIRCUIT COMPILATION
At the time of this writing, both Rigetti and IonQ hardware
support the option of verbatim compilation; a method that
directs the compiler to run the specified circuit exactly as
defined without adding any modifications. We attempt to
disable automatic compilation by the platform service or
QPU providers in order to have as much control as possible
on the compiled circuit and hence error mitigation scaling.
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The usage of verbatim compilation requires that ev-
ery gate in the circuit is a gate that is natively sup-
ported by the hardware it is running on. For Aspen-M2,
the native gate set is {RX,RZ,CPHASE,CZ,XY}. In our
compile_to_rigetti_gateset function, we iterate
through every instruction in our circuit and compile all of
the gates into equivalent ones that are in the supported native
gateset. As IonQ only recently added support for verbatim
compilation, we were not able to take advantage of this
option for the IonQ Harmony experiments.

2) TASK BATCHING
The AWS braket platform allows for task batching; the abil-
ity to launch jobs in parallel. For the majority of our ex-
periments, serial execution within the allotted device time
windows was sufficient to carry out a complete run of our
experiment. One exception to this was the PEC experiments
on Rigetti and IonQ hardware. In order to ensure these exper-
iments ranwithin the allotted device timewindow,we needed
to make use of the batching functionality.

F. ROTATION BARRIERS
Many hardware back ends internally optimize circuits before
actually running physical gates on a quantum processor. This
can be a problem for some error mitigation techniques. For
example, in ZNE we want to run circuits whose depth is
intentionally increased by unitary folding G → GG†G (see
Fig. 10). However, if the internal optimizer of a back end
detects that G†G = I, it will simplify the unitary folding
structure such that any noise scaling effect is lost. This is a
relevant practical issue for gate-level ZNE.
The best way to avoid this effect is to optimize circuits

before applying ZNE and to switch off any further circuit
optimizations on the back end side. When this is not pos-
sible, a simple work-around is the addition of barriers of
infinitesimal gates that generate a negligible unitary effect
on the quantum state but that can block the action of circuit
optimizers.
In practice, in our experiments we apply ZNE by using a

slightly modified version of the unitary folding rule

G → GR1 G
†R2 G (B1)

where G is the circuit acting on n qubits and Rj =
[Rx(εx, j )Ry(εy, j )Rz(εz, j )]⊗n is the tensor-product of n in-
finitesimal rotations. For each circuit block of the unitary
folding structure, we apply a rotation barrier. The way in
which the small rotation angles are chosen is quite arbitrary
as long as they are sufficiently small but nonzero. In our
experiments, we randomly sample between two fixed small
angles (±10−4) as reported in Listing 6.

Note, that all our ZNE experiments on IonQ hardware
have been done via the AWS cloud platform before verbatim
compilation became available. Today verbatim compilation
of quantum circuits into native gates is supported for both

LISTING 6: Function returning a layer of infinitesimal rotations. Each
layer is applied as a barrier between circuit blocks as shown in (B1).

IonQ and Rigetti devices. Therefore, the work-around of ap-
plying rotation barriers is probably not necessary anymore to
reproduce similar experiments.
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