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#### Abstract

Within the framework of quantum mechanics over a quadratic extension of the nonArchimedean field of $p$-adic numbers, we provide a definition of a quantum state relying on a general algebraic approach and on a $p$-adic model of probability theory. As in the standard complex case, a distinguished set of physical states are related to a notion of trace for a certain class of bounded operators and, in fact, we show that one can define a suitable space of trace class operators in the non-Archimedean setting, as well. The analogies - but also the several (highly non-trivial) differences - with respect to the case of standard quantum mechanics in a complex Hilbert space are analyzed.


## 1 Introduction

Quantum mechanics and general relativity are undoubtedly the most successful physical theories of the past century. On the one hand, they have transformed our understanding of physical reality by showing that microscopic systems have an intrinsic indeterministic character and that gravity can be described as an effect of the curvature of space-time. On the other hand, they have shown that the investigation and understanding of fundamental physical phenomena should rely on a completely different approach with respect to that used to develop the theories of earlier centuries. In this regard, Dirac's enlightening words capture this radical change in physical inquiry: "I learnt to distrust all physical concepts as the basis for a theory. Instead one should put one's trust in a mathematical scheme, even if the scheme does not appear at first sight to be connected with physics. [...] The basic equations of the theory where worked out before their physical meaning was obtained. The physical meaning had to follow behind the mathematics" 1].

Nowadays, many physicists believe that quantum mechanics and general relativity are unfit to describe a wide range of physical phenomena related to the ultimate structure of matter and space-time at a scale comparable to Planck's length ( $l_{\mathrm{P}}=\sqrt{\hbar G / c^{3}} \sim 10^{-35} \mathrm{~m}$ ) [2]. It seems,

[^0]therefore, necessary to find new theoretical schemes and, according to Dirac's view of modern physics, it is likely that the identification of the right mathematical framework for these new physical models will play a major role.

At the end of the last century, Volovich and Vladimirov [3, 4, 5] envisaged a description of microscopic phenomena based on a new picture of space-time at Planck's scale. This description stemmed from the fundamental observation that, if Planck's length is assumed to be the smallest measurable length, then space-time should possess a non-Archimedean character. Pursuing this idea to its logical conclusions, one is led to the further observation that the only complete non-Archimedean field one can construct starting from the field of rational numbers is, up to isomorphisms, the field of $p$-adic numbers $\mathbb{Q}_{p}$ [6, 7, 8, 9,10 , where $p$ is a generic prime number. It is then natural to attempt at developing $p$-adic models of quantum theory [4, 5, 11, 12, 13, [14, 15, 16, 17] and formulating field theories on $\mathbb{Q}_{p}[18,19$.

Actually, the mere possibility of constructing a quantum theory based on $\mathbb{Q}_{p}$ had already been contemplated in the early 1970s (see the paper of Beltrametti and Cassinelli 20, and references therein). As observed by Beltrametti and Cassinelli, the problem of adopting a certain number field occurs at two different levels in the formulation of quantum mechanics: first, concerning the values of space-time coordinates - and this is precisely the layer Volovich's hypothesis refers to - and, second, concerning the carrier vector space of physical states. In principle, the second level must not depend on the first one; hence, there are (at least) two possibilities that may be investigated separately. In their seminal paper [20, Beltrametti and Cassinelli considered the second aspect only, finding inconsistencies related to the usual lattice structure of quantum mechanics. These inconsistencies essentially originate from the lack of a nontrivial involutive automorphism of $\mathbb{Q}_{p}$.

Clearly, this analysis does not rule out the possibility of constructing a sensible physical theory of microscopic phenomena based on $\mathbb{Q}_{p}$. In fact, on the one hand one cannot stipulate, in advance, that such a theory should rely on a certain given lattice structure (e.g., classical and quantum mechanics do not share the same lattice structure [21, [22); on the other hand, precisely as one passes from the real to the complex numbers, one can consider a suitable quadratic extension of $\mathbb{Q}_{p}$, which instead does admit a nontrivial involutive automorphism [8, 10, 23].

Both the possibility of building a quantum theory relying on 'wave functions' of the form, say, $\psi: \mathbb{Q}_{p} \rightarrow \mathbb{C}$ and the 'more radical' idea of involving a non-Archimedean field in the second layer characterizing a quantum theory - the carrier space of physical states - have extensively been investigated by Khrennikov, Albeverio and their collaborators (see [14, 15, 24, 25, 26, 27, [28, 29, 30, 31, 32, 33, and references therein), paving the way to a new and intriguing line of research.

In our opinion, however, at least one remarkable aspect of a $p$-adic theory of microscopic phenomena has not been fully investigated yet. Assuming the point of view according to which the carrier space itself of physical states should be non-Archimedean, it is not immediately clear how states (and observables) should be defined. In principle, a theory based entirely on $p$-adic numbers may have a substantially different character with respect to standard quantum mechanics; e.g., as a consequence of a different interpretation of the mathematical entities of the theory or, even more drastically, of a completely different mathematical behaviour that may emerge.

The present paper focuses on this aspect, trying to provide the basic mathematical tools for an abstract definition of a physical state. We follow two general guidelines: The first is to define states using an algebraic approach; i.e., to describe ' $p$-adic states' as linear functionals on some algebra of ' p -adic operators'. The second is to adopt a $p$-adic model of probability theory [34, 35], coherently with our aim at developing a theory entirely based on $\mathbb{Q}_{p}$.

As a result, we are led to the conclusion that $p$-adic states should be defined as suitable
linear functionals on a $*$-algebra of (bounded) observables over a quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of the field of $p$-adic numbers, where $\mu$ is a non-quadratic element of $\mathbb{Q}_{p}$.

This approach seems to follow the same route as the standard algebraic formulation of quantum mechanics [36, 37], but one should not push the analogies between the $p$-adic and the standard complex case too far. E.g., our analysis shows that

- To start with, the relevant carrier vector space $\mathcal{H} \equiv \mathcal{H}_{p, \mu}$ is not a Hilbert space in the usual sense, being modeled on the Banach space $c_{0}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$ of zero-convergent sequences in $\mathbb{Q}_{p}(\sqrt{\mu})$. In particular, it is neither isomorphic to its dual $\mathcal{H}^{\prime}$ nor reflexive, in the infinite-dimensional case. (Our subsequent claims in the list refer, in general, to an infinitedimensional setting.)
- As in the complex case, one can define the Banach algebra $\mathcal{B}(\mathcal{H})$ of all bounded operators, but this is not, in a natural way, a *-algebra.
- It is instead the smaller algebra $\mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$ of adjointable bounded operators to possess a natural structure of a Banach *-algebra (that may be thought of as the algebra of physical observables).
- As in the complex case, one can define a trace class $\mathcal{T}(\mathcal{H}) \subset \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, that induces a distinguished class of physical states - the so-called trace-induced states - but these states are not required to be positive, simply because no natural notion of positivity can be defined within the mathematical framework we adopt here.
- The trace class $\mathcal{T}(\mathcal{H})$ is a two-sided $*$-ideal in $\mathcal{B}_{\text {ad }}(\mathcal{H})$, but differently from the complex case, it does not coincide with the whole class of bounded operators for which a global trace functional is well defined. Moreover, $\mathcal{T}(\mathcal{H})$ alone plays the role, simultaneously, of all trace ideals of compact operators that can be defined in a complex Hilbert space [38, 39].

The paper is organized as follows. In Section 2, we recall some basic facts about the field of $p$-adic numbers $\mathbb{Q}_{p}$ and its quadratic extensions $\mathbb{Q}_{p}(\sqrt{\mu})$. Section 3 is devoted to introducing a notion of a $p$-adic Hilbert space. We begin by discussing $p$-adic normed and Banach spaces over $\mathbb{Q}_{p}(\sqrt{\mu})$. Then, we consider a suitable notion of a inner product in a $p$-adic Banach space, thus getting to a definition of a $p$-adic Hilbert space suitable for our purposes. In Section 4, we study the bounded and the adjointable bounded operators in a $p$-adic Hilbert space. We use extensively the notion of a matrix operator, which turns out to be very convenient in the $p$-adic setting. Indeed, in Section 5, the $p$-adic unitary operators $\mathcal{U}(\mathcal{H})$ are introduced as matrix operators, whose complete characterization we then provide in Theorem 5.14. Section 6 is devoted to elaborating a definition of a trace class operator suitable for a $p$-adic setting (where there is no natural notion of positive operator). We next prove that the linear space $\mathcal{T}(\mathcal{H})$ of all trace class operators is a left ideal in the space of bounded operators $\mathcal{B}(\mathcal{H})$, and a two sided $*$-ideal in the Banach $*$-algebra of bounded adjointable operators $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ (Theorem 6.10). Eventually, we show that $\mathcal{T}(\mathcal{H})$ is, in a natural way a a $p$-adic Hilbert space, the so-called $p$-adic Hilbert-Schmidt space (see Theorem 6.39). In Section 7, we study the physical states in the $p$-adic setting. As anticipated, their definition is algebraic and adapted to a $p$-adic model of probability theory. Finally, in Section 8, a few conclusions are drawn, followed by a glance at future prospects.

## 2 Basics of $p$-adic numbers

The aim of this section is to recall some fundamental facts regarding the field of $p$-adic numbers $\mathbb{Q}_{p}$ and its quadratic extensions [4, 6, 7, 8, 10, 23, 40, 41, 42, 43].

Let $p \in \mathbb{N}$ be a prime number. According to the unique factorization theorem, every nonzero rational number $x \in \mathbb{Q}$ can be written uniquely in the form $x=p^{k} m / n$, for some $k, m, n \in \mathbb{Z}$, and with $p \nmid m, n$. The so-called $p$-adic absolute value is defined as a map $|\cdot|_{p}: \mathbb{Q} \rightarrow \mathbb{R}^{+}$, with $|0|_{p} \equiv 0$ and

$$
\begin{equation*}
|x|_{p}:=p^{-k} \quad\left(x=p^{k} m / n \neq 0\right) . \tag{1}
\end{equation*}
$$

This map satisfies all the defining properties of an absolute value, or valuation; i.e., it is strictly positive on $\mathbb{Q}^{*} \equiv \mathbb{Q} \backslash\{0\}$, it factorizes under the product of two elements in $\mathbb{Q}$ and satisfies the triangle inequality. However, it also satisfies a more stringent condition, the so-called ultrametric inequality (or strong triangle inequality), namely,

$$
\begin{equation*}
|x+y|_{p} \leq \max \left\{|x|_{p},|y|_{p}\right\}, \quad \forall x, y \in \mathbb{Q} . \tag{2}
\end{equation*}
$$

This inequality represents the main difference with respect to the standard absolute value on $\mathbb{Q}$. A valuation on a certain field is called non-Archimedean or ultrametric if, like $|\cdot|_{p}$, it satisfies the strong triangle inequality; otherwise (e.g., in the case of the standard absolute value on $\mathbb{Q}$ ), it is called Archimedean.

A remarkable theorem due to Ostrowski shows that the standard absolute value $|\cdot|$ and the $p$-adic absolute value $|\cdot|_{p}$ - with $p$ ranging over the prime numbers- exhaust all possible mutually inequivalent valuations on $\mathbb{Q}$ [8, 9, 10, 40. This fact implies that every ultrametric absolute value on $\mathbb{Q}$ is equivalent, for some prime number $p$, to the $p$-adic valuation.

Let

$$
\begin{equation*}
\mathrm{d}_{\left.\cdot \cdot\right|_{p}}(x, y):=|x-y|_{p}, \quad x, y \in \mathbb{Q}, \tag{3}
\end{equation*}
$$

be the metric induced by $|\cdot|_{p}$. Obviously, the strong triangle inequality entails that $\mathrm{d}_{|\cdot|_{p}}$ satisfies

$$
\begin{equation*}
\mathbf{d}_{|\cdot|_{p}}(x, y) \leq \max \left\{\mathbf{d}_{|\cdot|_{p}}(x, z), \mathbf{d}_{|\cdot|_{p}}(z, y)\right\}, \quad x, y, z \in \mathbb{Q} . \tag{4}
\end{equation*}
$$

In the mathematical literature, one refers to a space endowed with such a metric as an ultrametric space. Although the metric $\mathrm{d}_{|\cdot|_{p}}$, as well as the $p$-adic absolute value, differs from the standard metric on $\mathbb{Q}$ essentially for the ultrametric inequality, the consequences of this fact are noteworthy, e.g., from a topological point of view [10, 40].

For every prime number $p$, by means of a standard procedure [6, 7, 9 , the $p$-adic numbers $\mathbb{Q}_{p}$ can be defined as the field completion of $\mathbb{Q}$ w.r.t. the metric $d_{|\cdot|_{p}}$, and then $\mathbb{Q}$ can be regarded as a dense subfield of the complete field $\mathbb{Q}_{p}$. We will denote by $\mathbb{Q}_{p}^{*} \equiv \mathbb{Q}_{p} \backslash\{0\}$ the multiplicative group of $\mathbb{Q}_{p}$.

Theorem 2.1 ( $9,10,40,41,43])$. Every $x \in \mathbb{Q}_{p}^{*}$ admits a unique decomposition as a convergent series of the form

$$
\begin{equation*}
x=\sum_{i=0}^{\infty} x_{i} p^{i+k}=p^{k}\left(x_{0}+x_{1} p+x_{2} p^{2}+\cdots\right), \quad k \in \mathbb{Z}, x_{i} \in\{0,1, \ldots, p-1\}, x_{0} \neq 0 \tag{5}
\end{equation*}
$$

and, conversely, every series of this form converges to some non-zero element of $\mathbb{Q}_{p}$. The continuous extension of the $p$-adic absolute value $|\cdot|_{p}$ on $\mathbb{Q}$ to $\mathbb{Q}_{p}$ - extension which we still denote by the same symbol - is an ultrametric valuation on $\mathbb{Q}_{p}$. Explicitly, we have:

$$
\begin{equation*}
|x|_{p}=\left|\sum_{i=0}^{\infty} x_{i} p^{i+k}\right|_{p}=p^{-k}, \quad \forall x \in \mathbb{Q}_{p}^{*} . \tag{6}
\end{equation*}
$$

The field of $p$-adic numbers $\mathbb{Q}_{p}$ - being endowed with an ultrametric valuation - is called ultrametric or non-Archimedean. The topological peculiarities associated with ultrametricity justify the use of $p$-adic numbers when describing physics on length scales comparable to Planck's length $l_{P}[2,55,40]$.

The so-called valuation ring - w.r.t. $|\cdot|_{p}$ - of the non-Archimedean field $\mathbb{Q}_{p}$ is the ring of $p$-adic integers $\mathbb{Z}_{p}:=\left\{\lambda \in \mathbb{Q}_{p}:|\lambda|_{p} \leq 1\right\}=\left\{\sum_{i=0}^{+\infty} a_{i} p^{i}: 0 \leq a_{i}<p\right\}$, i.e., a subring of $\mathbb{Q}_{p}$ [7, 9 . The set $\mathfrak{P}_{p}:=\left\{\lambda \in \mathbb{Q}_{p}:|\lambda|_{p}<1\right\}=p \mathbb{Z}_{p} \subset \mathbb{Z}_{p}$ is a maximal ideal in $\mathbb{Z}_{p}$ (actually, its unique maximal ideal) - the so-called valuation ideal of $\mathbb{Q}_{p}$ w.r.t. $|\cdot|_{p}$ - and every element of $\mathbb{Z}_{p} \backslash \mathfrak{P}_{p}$ is invertible. The quotient $\mathbb{Z}_{p} / \mathfrak{P}_{p}$ is called the residue class field of $\mathbb{Q}_{p}$ w.r.t. $|\cdot|_{p}$ (recall that the quotient of a ring by a maximal ideal is always a field); specifically, $\mathbb{Z}_{p} / \mathfrak{P}_{p}=\mathbb{Z}_{p} / p \mathbb{Z}_{p}$ is isomorphic to the finite field $\mathbb{F}_{p}=\mathbb{Z} / p \mathbb{Z}$.

We will not discuss the properties of $\mathbb{Q}_{p}$ any further. A detailed account of the topological properties of this field can be found, for instance, in [10, 40], while applications to functional analysis are discussed in [44, 45, 46, 47, 48]. In what follows, we will focus on the description of the quadratic extensions of $\mathbb{Q}_{p}$.

Every field with characteristic 0 admits a quadratic extension obtained by adjoining the square root of a non-quadratic element [6, 7, 10]. Therefore, to classify all the (inequivalent) quadratic extensions of $\mathbb{Q}_{p}$, we first need to characterize the non-quadratic elements of this field. We start with the following fact:

Proposition 2.2 ([40]). A p-adic number $x=\sum_{i=0}^{\infty} x_{i} p^{i+k} \in \mathbb{Q}_{p}^{*}, k \in \mathbb{Z}, x_{i} \in\{0,1, \ldots, p-1\}$, $x_{0} \neq 0$, is a quadratic element - i.e., $x \in\left(\mathbb{Q}_{p}^{*}\right)^{2}$ - iff the following conditions are satisfied:

- $k$ is even;
- if $p \neq 2$, the equation $j^{2} \equiv x_{0}(\bmod p)$ admits a solution $j \in \mathbb{Z}-$ i.e., $x_{0} \in\{1, \ldots, p-1\}$ is a quadratic residue modulo $p-$ whereas, if $p=2, x_{1}=x_{2}=0$.

Let us denote by $\eta \in \mathbb{Q}_{p}^{*}$ a normalized element which is not a square, i.e., any $p$-adic number $\eta$ such that $|\eta|_{p}=1$ and $\eta \notin\left(\mathbb{Q}_{p}^{*}\right)^{2}$. The first condition implies that $\eta=\eta_{0}+\eta_{1} p^{1}+\eta_{2} p^{2}+\cdots \neq p$. For $p \neq 2$ we can choose, in particular, any of the - exactly, $(p-1) / 2$ - quadratic non-residues $(\bmod p) \eta$ contained in $\{2, \cdots, p-1\}$; e.g., for $p \equiv 3(\bmod 8)$, or for $p \equiv 5(\bmod 8)$, one can take $\eta=2$ [40]. For $p=2$, one must take $\eta$ of the form $\eta=1+\eta_{1} 2+\eta_{2} 2^{2}+\cdots$, with $\eta_{1}, \eta_{2} \in\{0,1\}$ and $\eta_{1} \eta_{2} \neq 0$. At this point, by Proposition 2.2, it is clear that $p$ and $\eta p$ do not belong to $\left(\mathbb{Q}_{p}^{*}\right)^{2}$, as well. In fact, $p=1 p^{1}$ entails that $k=1$ does not satisfy the first condition therein. Similarly, for $\eta p=\eta_{0} p^{1}+\eta_{1} p^{2}+\cdots$.

Therefore, we have the following consequence of Proposition 2.2,
Corollary 2.3. The following facts hold true:
(a) for $p \neq 2$, there is some $\eta \in \mathbb{Q}_{p}$ such that $\eta \notin\left(\mathbb{Q}_{p}^{*}\right)^{2}$ and $|\eta|_{p}=1$, and $\eta p$ and $p$ are not squares too;
(b) every $\mu \in\{2, \eta, 2 \eta\}$ - with $\eta=3,5,7$ - is not a quadratic element of $\mathbb{Q}_{2}$; namely, every $\mu \in\{2,3,5,6,7,10,14\}$ is not a square in $\mathbb{Q}_{2}$.

Remark 2.4. The quotient group $\mathbb{Q}_{p}^{*} /\left(\mathbb{Q}_{p}^{*}\right)^{2}$ consists of four 'square classes', for $p \neq 2$, with representatives $\{1, \eta, p, \eta p\}$, where $\eta$ is any normalized non-quadratic element of $\mathbb{Q}_{p}$; whereas, for $p=2$, it consists of eight square classes, with representatives $\{1,2,3,5,6,7,10,14\}$ (or, equivalently, $\{ \pm 1, \pm 2, \pm 3, \pm 6\}$ ) [40, 42]. Therefore, Corollary 2.3 provides a classification of the square classes of $\mathbb{Q}_{p}^{*}$ different from $\left(\mathbb{Q}_{p}^{*}\right)^{2}$.

We can now define and characterize the inequivalent quadratic extensions of $\mathbb{Q}_{p}$. We do not give a formal treatment here, because the following definition closely mimics the definition of the field of complex numbers $\mathbb{C}$, regarded as a quadratic extension of $\mathbb{R}$. For a formal approach see, e.g., Chapt. 2 of [10] and Chapt. 13 of 49].

Definition 2.5. Let $\mu \in \mathbb{Q}_{p}$ be a non-quadratic $p$-adic number, i.e., $\mu \notin\left(\mathbb{Q}_{p}^{*}\right)^{2}$. Introducing the symbol $\sqrt{\mu}$, the quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$ associated with $\mu$ is defined as the set

$$
\begin{equation*}
\mathbb{Q}_{p}(\sqrt{\mu}):=\left\{x+y \sqrt{\mu}: x, y \in \mathbb{Q}_{p}\right\} . \tag{7}
\end{equation*}
$$

Therefore, $\mathbb{Q}_{p}(\sqrt{\mu})$ is a vector space over $\mathbb{Q}_{p}$ of dimension $\left[\mathbb{Q}_{p}(\sqrt{\mu}): \mathbb{Q}_{p}\right]=2$.
The elements of $\mathbb{Q}_{p}(\sqrt{\mu})$ can be added and multiplied following the usual rules, with the additional convention that $(\sqrt{\mu})^{2}=\mu$. Moreover, one observes that

$$
\begin{equation*}
x+y \sqrt{\mu}=0 \quad \Longleftrightarrow \quad x=y=0 \tag{8}
\end{equation*}
$$

and every non-null element $x+y \sqrt{\mu}$ admits a unique inverse, which is given by [40]

$$
\begin{equation*}
(x+y \sqrt{\mu})^{-1}=\frac{x}{x^{2}-\mu y^{2}}-\frac{y}{x^{2}-\mu y^{2}} \sqrt{\mu}, \tag{9}
\end{equation*}
$$

where the denominator $x^{2}-\mu y^{2}$ is not zero, otherwise $\mu$ should be a square in $\mathbb{Q}_{p}$.
As in the complex case, on $\mathbb{Q}_{p}(\sqrt{\mu})$ it is possible to define a conjugation, which is given by

$$
\begin{equation*}
z=x+y \sqrt{\mu} \mapsto \bar{z}=x-y \sqrt{\mu}, \tag{10}
\end{equation*}
$$

so that

$$
\begin{equation*}
z \bar{z}=x^{2}-\mu y^{2} \in \mathbb{Q}_{p} . \tag{11}
\end{equation*}
$$

For every $z=x+y \sqrt{\mu} \in \mathbb{Q}_{p}(\sqrt{\mu})$, we call

$$
\begin{equation*}
x=\mathfrak{s c}(z) \equiv(z+\bar{z}) / 2=\mathfrak{s c}(\bar{z}) \quad \text { and } \quad y=\mathfrak{a c}(z) \equiv(z-\bar{z}) / 2 \sqrt{\mu}=-\mathfrak{a c}(\bar{z}) \tag{12}
\end{equation*}
$$

the selfconjugate and the anticonjugate coordinate of $z$, respectively.
The $p$-adic absolute value $|\cdot|_{p}$ can be extended (in a unique way) to a valuation $|\cdot|_{p, \mu}$ on $\mathbb{Q}_{p}(\sqrt{\mu})$, that is given explicitly by [6, 15, 41]

$$
\begin{equation*}
|z|_{p, \mu}=\sqrt{|z \bar{z}|_{p}} \tag{13}
\end{equation*}
$$

and that, for the sake of simplicity, henceforth we will simply denote by $|\cdot|$.
Recalling Corollary 2.3 and Remark [2.4, it can be shown that there is a natural one-toone correspondence between the square classes of $\mathbb{Q}_{p}^{*}$ - except the square class containing the identity, i.e., $\left(\mathbb{Q}_{p}^{*}\right)^{2}$ - and the quadratic extensions of $\mathbb{Q}_{p}$ (up to isomorphisms):
Proposition 2.6 ([40, 42]). The quadratic extensions of $\mathbb{Q}_{p}$ are classified as follows:
(a) if $p \neq 2$, there are precisely three non-isomorphic quadratic extensions of $\mathbb{Q}_{p}$, i.e., $\mathbb{Q}_{p}(\sqrt{\mu})$, with $\mu \in\{\eta, p, \eta p\}$, for any $\eta \notin\left(\mathbb{Q}_{p}^{*}\right)^{2}$ such that $|\eta|_{p}=1$;
(b) if $p=2$, there are precisely seven non-isomorphic quadratic extensions of $\mathbb{Q}_{p}$, i.e., $\mathbb{Q}_{p}(\sqrt{\mu})$, with $\mu \in\{2, \eta, 2 \eta\}-$ for $\eta=3,5,7$ - thus, with $\mu=2,3,5,6,7,10,14$.

Remark 2.7. Putting $\mathbb{Q}_{p}(\sqrt{\mu})^{*} \equiv \mathbb{Q}_{p}(\sqrt{\mu}) \backslash\{0\}$, the set $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|:=\left\{|\alpha|: \alpha \in \mathbb{Q}_{p}(\sqrt{\mu})^{*}\right\}$ is a discrete subgroup of the multiplicative group of all positive reals, called the valuation group of $\mathbb{Q}_{p}$. By relation (13), it is clear that $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right| \subset\left\{p^{k / 2}\right\}_{k \in \mathbb{Z}}$. If we have a strict containment i.e., if $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|=\left\{p^{k}\right\}_{k \in \mathbb{Z}}=\left|\mathbb{Q}_{p}\right| \backslash\{0\}$ - then $\mathbb{Q}_{p}(\sqrt{\mu})$ is said to be an unramified extension of $\mathbb{Q}_{p}$; otherwise (i.e., if $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|=\left\{p^{k / 2}\right\}_{k \in \mathbb{Z}}$ ), the quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ is called (totally) ramified. It can be shown that, for every prime number $p$, there is - up to isomorphisms exactly one unramified quadratic extension of $\mathbb{Q}_{p}$. E.g., $\mathbb{Q}_{2}(\sqrt{5})$ is the only unramified quadratic extension of $\mathbb{Q}_{2}$ (up to isomorphisms). See Chapt. 7 of [6], Chapt. 5 of [7] and Chapt. 2 of [10].

## 3 -adic Banach and Hilbert spaces

Until today, there seems to be no universally accepted model of a Hilbert space over the field of $p$-adic numbers or its quadratic extensions [15, [25, 50, 51, 52]. Having in mind applications to quantum mechanics, in this section we introduce notions of p-adic Banach and Hilbert spaces that are suitable for our purposes.

## $3.1 \quad p$-adic Banach spaces

We start with the following:
Definition 3.1. By a normed vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$ we mean a pair $(X,\|\cdot\|)$, where $X$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$ and $\|\cdot\|$ is an ultrametric norm defined on $X$; i.e., a map $\|\cdot\|: X \rightarrow \mathbb{R}^{+}$ such that

- $\|x\|=0$ iff $x=0$;
- $\|\alpha x\|=|\alpha|\|x\|$, for all $\alpha \in \mathbb{Q}_{p}(\sqrt{\mu})$ and all $x \in X$;
- $\|x+y\| \leq \max (\|x\|,\|y\|)$, for all $x, y \in X$.

Remark 3.2. In the literature [10, 25, 44, 48, 52, the pair $(X,\|\cdot\|)$ would be called an ultrametric (or non-Archimedean) normed space. Putting

$$
\begin{equation*}
\|X\|:=\{\|x\|: x \in X\} \quad \text { and } \quad\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|:=\left\{|\alpha|: \alpha \in \mathbb{Q}_{p}(\sqrt{\mu})\right\}, \tag{14}
\end{equation*}
$$

the sets $\|X\|$ and $\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ are not, in general, related by any inclusion relation. However, the inclusion $\|X\| \subset\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ entails the existence of unit vectors in $X$ and also implies the reverse inclusion, in such a way that, actually, $\|X\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$. In the case where this condition is satisfied, $\|X\| \backslash\{0\}$ coincides with the valuation group $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$ (recall Remark 2.7). Since the valuation group $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$ is discrete, then, by Theorem 3 in [53], the field $\mathbb{Q}_{p}(\sqrt{\mu})$ is spherically complete, i.e., every nest of closed balls in $\mathbb{Q}_{p}(\sqrt{\mu})$ has a non-empty intersection.

Remark 3.3. In the following, we will mainly deal with separable ( $p$-adic) normed and Banach spaces, and we will consider separable ( $p$-adic) Hilbert spaces only. In this regard, note that, since $\mathbb{Q}_{p}(\sqrt{\mu})$ is separable, we do not need to use the - in this case equivalent - notion of a normed space of countable type [45, 47. We will consider some non-separable ultrametric Banach spaces in Subsection 3.4.

Remark 3.4. One can easily check that, given $x, y \in X,\|x\|>\|y\| \Longrightarrow\|x+y\|=\|x\|$ [44, 53].
Any $p$-adic normed space is a (ultra-)metric space. Thus, it can be completed, so resulting into a $p$-adic Banach space (i.e., an ultrametric Banach space over $\mathbb{Q}_{p}(\sqrt{\mu})$ ).

Proposition $3.5\left([8,45,48)\right.$ ). Let $(X,\|\cdot\|)$ be a p-adic Banach space. A series $\sum_{i} x_{i}$ in $X$ is convergent if and only if $\lim _{i} x_{i}=0$. In particular, (regarding $\mathbb{Q}_{p}(\sqrt{\mu})$ as a complete $p$-adic normed space) a series $\sum_{i} x_{i}$ in $\mathbb{Q}_{p}(\sqrt{\mu})$ converges if and only if $\lim _{i} x_{i}=0$.

We now consider a class of $p$-adic Banach spaces that will be central for our purposes.
Let $I$ be a countable index set (in the case where this set is finite, we will put $I=\{1,2, \ldots, n\}$, for some $n \in \mathbb{N}$; otherwise we put $I=\mathbb{N}$ ), and let $X$ be a $p$-adic Banach space. We introduce the space $c_{0}(I, X)$ of zero-convergent - in the case where $I=\mathbb{N}$ - sequences in $X$ :

$$
\begin{equation*}
c_{0}(I, X):=\left\{x=\left\{x_{i}\right\}_{i \in I}: x_{i} \in X, \lim _{i}\left\|x_{i}\right\|=0\right\} . \tag{15}
\end{equation*}
$$

In particular, with $X=\mathbb{Q}_{p}(\sqrt{\mu})$ (regarded as a one-dimensional vector space, endowed with the norm $|\cdot|$ ), we obtain the sequence space

$$
\begin{equation*}
c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right):=\left\{x=\left\{x_{i}\right\}_{i \in I}: x_{i} \in \mathbb{Q}_{p}(\sqrt{\mu}), \lim _{i}\left|x_{i}\right|=0\right\} \tag{16}
\end{equation*}
$$

Remark 3.6. In order to include the case where $I$ is finite, here and in the following we set: $\lim _{i} x_{i} \equiv 0$ and $\lim _{i}\left\|x_{i}\right\| \equiv 0$, for $I$ finite.

The space $c_{0}(I, X)$, endowed with the sup-norm $\|\cdot\|_{\infty}$ defined by

$$
\begin{equation*}
\|x\|_{\infty}:=\sup _{i \in I}\left\|x_{i}\right\|=\max _{i \in I}\left\|x_{i}\right\|, \quad \forall x \in c_{0}(I, X) \tag{17}
\end{equation*}
$$

is a (ultrametric) normed space over $\mathbb{Q}_{p}(\sqrt{\mu})$. Moreover, it is possible to prove that $c_{0}(I, X)$ is complete w.r.t. the sup-norm, and, thus, the pair $\left(c_{0}(I, X),\|\cdot\|_{\infty}\right)$ is a $p$-adic Banach space [10].

Remark 3.7. The $p$-adic Banach space $\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right),\|\cdot\|_{\infty}\right)$ is a particular case of the ultrametric Banach space $c_{0}(I, \mathbb{K})$ - where $\mathbb{K}$ is a complete, non-trivially valued, non-Archimedean field [8, 52, 53, 54] and

$$
\begin{equation*}
c_{0}(I, \mathbb{K}):=\left\{x=\left\{x_{i}\right\}_{i \in I}: x_{i} \in \mathbb{K}, \lim _{i}\left|x_{i}\right|_{\mathbb{K}}=0\right\} \tag{18}
\end{equation*}
$$

- endowed with the norm

$$
\begin{equation*}
\|x\|_{\infty}:=\sup _{i \in I}\left|x_{i}\right|_{\mathbb{K}}=\max _{i \in I}\left|x_{i}\right|_{\mathbb{K}} \tag{19}
\end{equation*}
$$

Next, we introduce the notion of norm-orthogonal system of vectors in a p-adic normed space [8, 45, 47, 48, 55]:

Definition 3.8. Let $(X,\|\cdot\|)$ be a $p$-adic normed space. Two vectors $x, y \in X$ are said to be (mutually) norm-orthogonal if, for every $\alpha \in \mathbb{Q}_{p}(\sqrt{\mu}),\|x\| \leq\|x+\alpha y\|$, or, equivalently, if $\|\alpha x+\beta y\|=\max \{\|\alpha x\|,\|\beta y\|\}$, for all $\alpha, \beta \in \mathbb{Q}_{p}(\sqrt{\mu})$. More generally, a finite set $\left\{x_{1}, \ldots, x_{n}\right\}$ in $X$ is said to be norm-orthogonal if

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \alpha_{i} x_{i}\right\|=\max _{i}\left|\alpha_{i}\right|\left\|x_{i}\right\|, \text { for all }\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subset \mathbb{Q}_{p}(\sqrt{\mu}) \tag{20}
\end{equation*}
$$

An arbitrary set $\mathfrak{B} \subset X$ is called norm-orthogonal if every finite subset of $\mathfrak{B}$ is. In particular, a norm-orthogonal set $\mathfrak{B} \subset X$ is said to be normal if $\|x\|=1$, for all $x \in \mathfrak{B}$.

Definition 3.9. Let $(X,\|\cdot\|)$ be a (separable) p-adic Banach space. A countable subset $\mathfrak{B}$ of $X \backslash\{0\}$ is said to be a norm-orthogonal (normal) basis if
(B1) $\mathfrak{B}$ is a norm-orthogonal (normal) set;
(B2) for each $x \in X$, there exists a map $c_{x}: \mathfrak{B} \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ such that

$$
\begin{equation*}
x=\sum_{b \in \mathfrak{B}} c_{x}(b) b . \tag{21}
\end{equation*}
$$

Note that a normal basis in $X$ is, in particular, a (normalized) Schauder basis [46, 55]; also see point (iii) in the proposition below. We will denote such a basis by $\boldsymbol{e} \equiv\left\{e_{i}\right\}_{i \in I}$.

Proposition $3.10([8])$. Let $(X,\|\cdot\|)$ be a p-adic Banach space, let $\left\{e_{i}\right\}_{i \in I}$ be a normal basis and let $x=\sum_{i \in I} \alpha_{i} e_{i}$, with $\alpha_{1}, \alpha_{2}, \cdots \in \mathbb{Q}_{p}(\sqrt{\mu})$. Then, the following facts hold:
(i) in the case where $I=\mathbb{N}, \lim _{i} \alpha_{i}=0$;
(ii) $\|x\|=\max _{i \in I}\left|\alpha_{i}\right|$;
(iii) if, for some $\lambda_{1}, \lambda_{2}, \cdots \in \mathbb{Q}_{p}(\sqrt{\mu}), \sum_{i \in I} \lambda_{i} e_{i}=x$, then $\alpha_{i}=\lambda_{i}$, $\forall i \in I$; namely the expansion of every vector in $X$ w.r.t. the basis $\left\{e_{i}\right\}_{i \in I}$ is unique.

Remark 3.11. By the unconditional convergence of a series in a $p$-adic Banach space, every permutation of a normal basis is a normal basis too.

Theorem 3.12. Let $(X,\|\cdot\|)$ be a (separable) p-adic Banach space over $\mathbb{Q}_{p}(\sqrt{\mu})$. Then, it admits a norm-orthogonal basis. Moreover, $X$ admits a normal basis if and only if $\|X\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ (equivalently, iff $\|X\| \subset\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$; see Remark 3.2 ). If the last condition is satisfied, the mapping

$$
\begin{equation*}
c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni\left\{x_{i}\right\}_{i \in I} \mapsto \sum_{i \in I} x_{i} e_{i} \in X \tag{22}
\end{equation*}
$$

defines a surjective isometry of $c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ onto $X$.
Proof. The first assertion of the theorem follows from Theorem 50.8 in [8], taking into account the fact that every finite extension of $\mathbb{Q}_{p}$ is locally compact. Alternatively, one can use the fact that $\mathbb{Q}_{p}(\sqrt{\mu})$ is spherically complete, $X$ is separable (equivalently, of countable type) and Lemma 5.5 in 45]. The second assertion is (the separable version of) the Monna-Fleischer Theorem; see Sect. 4.4.5 in [10], taking into account the fact that the valuation group $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$ is a discrete subgroup of the multiplicative group of all positive reals. For the final assertion of the theorem, see Proposition 3 in Section 4.4.2 of [10].

In the light of the previous result, we set the following:
Definition 3.13. We say that a $p$-adic Banach space $(X,\|\cdot\|)$ over $\mathbb{Q}_{p}(\sqrt{\mu})$ is normal if $\|X\|=$ $\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$; equivalently, if it admits a normal basis.

Remark 3.14. Let $(X,\|\cdot\|)$ be a (separable) $p$-adic Banach space. We define $\operatorname{dim}(X)$ as the countable cardinality of any norm-orthogonal basis in $X$. In the finite-dimensional case, $\operatorname{dim}(X)$ coincides with the algebraic dimension of $X$. In the infinite-dimensional case, we simply put $\operatorname{dim}(X)=\infty$.

### 3.2 Inner product $p$-adic Banach spaces

We now aim at introducing a suitable notion of $p$-adic Hilbert space over $\mathbb{Q}_{p}(\sqrt{\mu})$. The first step is to provide a convenient notion of $p$-adic inner product (Banach) space:

Definition 3.15. Let $(X,\|\cdot\|)$ be a $p$-adic Banach space over $\mathbb{Q}_{p}(\sqrt{\mu})$. By a non-Archimedean inner product on $X$ we mean a map $\langle\cdot, \cdot\rangle: X \times X \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ such that
(i) $\langle\cdot, \cdot\rangle$ is a sesquilinear form, i.e., it is linear in its second argument and conjugate-linear in its first argument (w.r.t. the conjugation in $\mathbb{Q}_{p}(\sqrt{\mu})$ introduced in Section 2);
(ii) $\langle\cdot, \cdot\rangle$ is Hermitian, i.e., $\langle x, y\rangle=\overline{\langle y, x\rangle}$;
(iii) the Cauchy-Schwarz inequality holds, i.e., $|\langle x, y\rangle| \leq\|x\|\|y\|$.

We call the triple $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$, where $\langle\cdot, \cdot\rangle$ is a non-Archimedean inner product, an inner product p-adic Banach space.

Given an inner product $p$-adic Banach space $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$, we say that $\langle\cdot, \cdot\rangle$ is nondegenerate if, moreover, $\langle x, y\rangle=0$, for all $y \in X$, implies that $x=0$.

Remark 3.16. Note that here, in general, $\|x\| \neq \sqrt{|\langle x, x\rangle|}$.
Remark 3.17. It is worth noting that the Cauchy-Schwarz inequality immediately implies that a non-Archimedean inner product $\langle\cdot, \cdot\rangle$ on a $p$-adic Banach space is continuous w.r.t. both its arguments (separately), and also jointly continuous (i.e., as a map from $X \times X$, endowed with the product topology, into $\mathbb{Q}_{p}(\sqrt{\mu})$ ), where the topology on $X$ is the one induced by the norm.

Example 3.18. Let us provide an example of an inner product p-adic Banach space. Given a normal $p$-adic Banach space $X$, let us consider the (non-degenerate, Hermitian) sesquilinear form defined by

$$
\begin{equation*}
X \times X \ni(x, y) \mapsto\langle x, y\rangle:=\sum_{i \in I} \overline{x_{i}} y_{i} \tag{23}
\end{equation*}
$$

where, for some normal basis $\left\{e_{i}\right\}_{i \in I}, x=\sum_{i \in I} x_{i} e_{i}$ and $y=\sum_{i \in I} y_{i} e_{i}$. Clearly, we have that

$$
\begin{equation*}
|\langle x, y\rangle|=\left|\sum_{i \in I} \overline{x_{i}} y_{i}\right| \leq \max _{i \in I}\left|x_{i}\right|\left|y_{i}\right| \leq \max _{i \in I}\left|x_{i}\right| \max _{j \in I}\left|y_{j}\right|=\|x\|_{\infty}\|y\|_{\infty} \tag{24}
\end{equation*}
$$

i.e., the Cauchy-Schwarz inequality is satisfied. We call this inner product the canonical inner product in $X$ associated with the normal basis $\left\{e_{i}\right\}_{i \in I}$.

Remark 3.19. A normal inner product $p$-adic Banach space $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)-$ with $\operatorname{dim}(X) \geq 2$, and even assuming that $\langle\cdot, \cdot\rangle$ is non-degenerate - may contain isotropic vectors, i.e., nonzero vectors $x$ such that $\langle x, x\rangle=0$. Let us construct an example of such a vector. Suppose that $\langle\cdot, \cdot\rangle$ is the canonical inner product, associated with a normal basis $\left\{e_{i}\right\}_{i \in I}$, of Example 3.18, For $p \equiv 1(\bmod 4)$ and for a non-quadratic element $\mu$ of $\mathbb{Q}_{p}$, assuming that $X$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$ and taking into account the fact that -1 is a square in $\mathbb{Q}_{p}$, let $x \in X$ be given by $x=(\alpha+\beta \sqrt{\mu}) e_{1}+\sqrt{-1}^{p}(\gamma+\delta \sqrt{\mu}) e_{2}$, where $\alpha, \beta, \gamma, \delta \in \mathbb{Q}_{p}-$ with $|\alpha|+|\beta|+|\gamma|+|\delta| \neq 0$ and $\left(\alpha^{2}-\gamma^{2}\right)-\mu\left(\beta^{2}-\delta^{2}\right)=0$ (e.g., with $\alpha^{2}=\gamma^{2} \neq 0$ and $\left.\beta^{2}=\delta^{2}\right)-$ and $\sqrt{-1}^{p} \in \mathbb{Q}_{p}$ is any of the two $p$-adic square roots of -1 ; i.e., the components $x_{i} \in \mathbb{Q}_{p}(\sqrt{\mu})$ of the vector $x-$ w.r.t. the fixed normal basis $\left\{e_{i}\right\}_{i \in I}$ of $X-$ are given by $x_{1}=\alpha+\beta \sqrt{\mu}, x_{2}=\sqrt{-1}^{p}(\gamma+\delta \sqrt{\mu})$, and $x_{i}=0$, for $i \geq 3$. Then, we have that $x \neq 0$ and $\langle x, x\rangle=\overline{x_{1}} x_{1}+\overline{x_{2}} x_{2}=\left(\alpha^{2}-\mu \beta^{2}\right)-\left(\gamma^{2}-\mu \delta^{2}\right)=0$, namely, $x$ is a isotropic vector.

In an inner product $p$-adic Banach space $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$, we have two (distinct) natural notions of orthogonality: the - previously introduced - norm-orthogonality and the inner-productorthogonality (IP-orthogonality). Clearly, we say that two vectors $x, y \in X$ are IP-orthogonal - in symbols, $x \perp y$ - if $\langle x, y\rangle=0$.

Definition 3.20. Let $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$ be a normal inner product $p$-adic Banach space. A (finite or denumerable) sequence of vectors $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$ is said to be an orthonormal basis in $X$, if the following conditions hold:
(01) $\Phi$ is a normal basis in $(X,\|\cdot\|)$;
(02) $\left\langle\phi_{i}, \phi_{j}\right\rangle=\delta_{i j}$, for all $i, j \in I$.

Let $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$ be a normal inner product $p$-adic Banach space over $\mathbb{Q}_{p}(\sqrt{\mu})$, and suppose that $X$ admits an orthonormal basis $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$. By providing explicit examples, we now show that the construction of a new orthonormal basis $\Psi \equiv\left\{\psi_{i}\right\}_{i \in I}$ in $X$, starting from the given orthonormal basis $\left\{\phi_{i}\right\}_{i \in I}$, is not a trivial task as it would be, say, in an ordinary separable complex Hilbert space.

Assume, at first, that $\operatorname{dim}(X)=2$. In order to construct a new orthonormal basis in $X$, suppose that $z \in \mathbb{Q}_{p}(\sqrt{\mu})$ is such that $z \bar{z}=2$ and $|z|=\sqrt{|z \bar{z}|_{p}}=1\left(\Longleftrightarrow|2|_{p}=1 \Longleftrightarrow p \neq 2\right)$.

Example 3.21. Let us give a few explicit examples where, for $p \neq 2$, the condition $z \bar{z}=2$ is realized.

1. Let us take $p=3$ and $\mu=5$ (note that $5=2+1 \cdot 3$ is a quadratic non-residue $\bmod 3$ ). Then, $z=\sqrt{7}^{3}-\sqrt{5}-$ where $\sqrt{7}^{3}$ is one of the 3 -adic square roots of $7=1+2 \cdot 3 \in\left(\mathbb{Q}_{3}^{*}\right)^{2}$, i.e.,

$$
\sqrt{7}^{3}=\left\{\begin{array}{l}
1+1 \cdot 3+1 \cdot 3^{2}+0 \cdot 3^{3}+2 \cdot 3^{4}+\cdots  \tag{25}\\
2+1 \cdot 3+1 \cdot 3^{2}+2 \cdot 3^{3}+0 \cdot 3^{4}+\cdots
\end{array}\right.
$$

- verifies the condition $z \bar{z}=7-5=2$, and $|z|=\sqrt{|2|_{3}}=1$.

2. Let $p=3$ and $\mu=2 \notin\left(\mathbb{Q}_{3}^{*}\right)^{2}$. Then, $z=2+\sqrt{2}$ is such that $z \bar{z}=4-2=2$, where $|2|_{3}=1$.
3. Let $p=5$ and $\mu=3$ (3 is a quadratic non-residue $\bmod 5$ ). We set $z=\sqrt{29}^{5}+3 \sqrt{3}$, where $\sqrt{29}^{5}$ is one of the 5 -adic square roots of $29=4+0 \cdot 5+1 \cdot 5^{2} \in\left(\mathbb{Q}_{5}^{*}\right)^{2}$, i.e.,

$$
\sqrt{29}^{5}=\left\{\begin{array}{l}
2+0 \cdot 5+4 \cdot 5^{2}+3 \cdot 5^{3}+4 \cdot 5^{4}+\cdots  \tag{26}\\
3+4 \cdot 5+0 \cdot 5^{2}+1 \cdot 5^{3}+0 \cdot 5^{4}+\cdots
\end{array} .\right.
$$

Then, we have that $z \bar{z}=29-27=2$, where $|2|_{5}=1$.
4. Let us take $p=7$ (and, say, $\mu=7)$. We set $z=\sqrt{2}^{7}\left(2 \equiv 3^{2}(\bmod 7)\right)$, with

$$
\sqrt{2}^{7}=\left\{\begin{array}{l}
3+1 \cdot 7+2 \cdot 7^{2}+6 \cdot 7^{3}+1 \cdot 7^{4}+\cdots  \tag{27}\\
4+5 \cdot 7+4 \cdot 7^{2}+0 \cdot 7^{3}+5 \cdot 7^{4}+\cdots,
\end{array}\right.
$$

so that $z \bar{z}=2$, where $|2|_{7}=1$.
Now, given an orthonormal basis $\left\{\phi_{1}, \phi_{2}\right\}$ in $X(\operatorname{dim}(X)=2, p \neq 2)$, the set $\left\{\psi_{1}, \psi_{2}\right\}$, where

$$
\begin{equation*}
\psi_{1}=\frac{1}{z}\left(\phi_{1}+\phi_{2}\right), \quad \psi_{2}=\frac{1}{z}\left(\phi_{1}-\phi_{2}\right), \tag{28}
\end{equation*}
$$

with $z \in \mathbb{Q}_{p}(\sqrt{\mu})$ being chosen as above, is an orthonormal basis for $X$. Indeed, we have that $\left\langle\psi_{1}, \psi_{2}\right\rangle=0$ and $\left\langle\psi_{1}, \psi_{1}\right\rangle=2 / z \bar{z}=1=\left\langle\psi_{2}, \psi_{2}\right\rangle$. Moreover: $\left\|\psi_{1}\right\|=\left\|\psi_{2}\right\|=1 /|z|=1$. But, it remains to show that $\left\{\psi_{1}, \psi_{2}\right\}$ is a norm-orthogonal set, as well. To clarify this point, let us first prove the following:

Fact 3.22. If $x_{1}, x_{2} \in \mathbb{Q}_{p}(\sqrt{\mu})$ and $p \neq 2$ - equivalently, $|2|_{p}=1$ - then

$$
\begin{equation*}
\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}=\max \left\{\left|x_{1}+x_{2}\right|,\left|x_{1}-x_{2}\right|\right\} . \tag{29}
\end{equation*}
$$

Proof. We can suppose, without loss of generality, that $\left|x_{1}\right| \geq\left|x_{2}\right|$. Then, we have:

$$
\begin{equation*}
\left|x_{1}\right|=\left|2 x_{1}\right|=\left|\left(x_{1}+x_{2}\right)+\left(x_{1}-x_{2}\right)\right| \leq \max \left\{\left|x_{1}+x_{2}\right|,\left|x_{1}-x_{2}\right|\right\} \leq \max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}=\left|x_{1}\right|, \tag{30}
\end{equation*}
$$

so that (29) holds true.
We can now conclude that the vectors in (28) form an orthonormal set. Indeed, let $x=$ $x_{1} \psi_{1}+x_{2} \psi_{2}$ be any vector in $X=\operatorname{span}\left\{\psi_{1}, \psi_{2}\right\}=\operatorname{span}\left\{\phi_{1}, \phi_{2}\right\}$. We have:

$$
\begin{equation*}
x=\frac{1}{z}\left(x_{1}+x_{2}\right) \phi_{1}+\frac{1}{z}\left(x_{1}-x_{2}\right) \phi_{2} . \tag{31}
\end{equation*}
$$

Since $\left\{\phi_{1}, \phi_{2}\right\}$ is a norm-orthogonal set and $|z|=1$, we have that

$$
\begin{equation*}
\|x\|=\max \left\{\frac{1}{|z|}\left|x_{1}+x_{2}\right|, \frac{1}{|z|}\left|x_{1}-x_{2}\right|\right\}=\max \left\{\left|x_{1}+x_{2}\right|,\left|x_{1}-x_{2}\right|\right\}=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\} \tag{32}
\end{equation*}
$$

where the last equality holds by (29). Therefore, the set

$$
\begin{equation*}
\left\{\psi_{1}=z^{-1}\left(\phi_{1}+\phi_{2}\right), \psi_{2}=z^{-1}\left(\phi_{1}-\phi_{2}\right)\right\} \tag{33}
\end{equation*}
$$

is norm-orthogonal too. Clearly, if $\operatorname{dim}(X)>2$, then

$$
\begin{equation*}
\psi_{1}=\frac{1}{z}\left(\phi_{1}+\phi_{2}\right), \quad \psi_{2}=\frac{1}{z}\left(\phi_{1}-\phi_{2}\right), \quad \psi_{3}=\phi_{3}, \quad \ldots \tag{34}
\end{equation*}
$$

is again an orthonormal basis in $X$.
Let us now consider the case where $\operatorname{dim}(X)=\infty$ and $p \neq 2$. If $z \in \mathbb{Q}_{p}(\sqrt{\mu})$ is such that $z \bar{z}=2$, then $\Psi \equiv\left\{\psi_{1}, \psi_{2}, \psi_{3}, \ldots\right\}$ - with

$$
\begin{equation*}
\psi_{1}=\frac{1}{z}\left(\phi_{1}+\phi_{2}\right), \quad \psi_{2}=\frac{1}{z}\left(\phi_{1}-\phi_{2}\right), \quad \psi_{3}=\frac{1}{z}\left(\phi_{3}+\phi_{4}\right), \quad \psi_{4}=\frac{1}{z}\left(\phi_{3}-\phi_{4}\right), \quad \ldots \tag{35}
\end{equation*}
$$

- is an orthonormal basis. Indeed, if

$$
\begin{equation*}
x=\sum_{j \in \mathbb{N}} x_{j} \psi_{j}=\frac{1}{z} \sum_{j \text { odd }}\left(\left(x_{j}+x_{j+1}\right) \phi_{j}+\left(x_{j}-x_{j+1}\right) \phi_{j+1}\right) \tag{36}
\end{equation*}
$$

then, since $|z|=1$,

$$
\begin{equation*}
\|x\|=\max _{j \text { odd }}\left\{\left|x_{j}+x_{j+1}\right|,\left|x_{j}-x_{j+1}\right|\right\} \tag{37}
\end{equation*}
$$

Hence, by (29),

$$
\begin{equation*}
\|x\|=\max _{j \text { odd }}\left\{\left|x_{j}\right|,\left|x_{j+1}\right|\right\}=\max _{j \in \mathbb{N}}\left\{\left|x_{j}\right|\right\} \tag{38}
\end{equation*}
$$

so that $\Psi$ is a norm-orthogonal (and IP-orthogonal) set, and an orthonormal basis in $X$, because $\operatorname{span}\left\{\psi_{j}\right\}_{j \in \mathbb{N}}=\operatorname{span}\left\{\phi_{j}\right\}_{j \in \mathbb{N}}$ so that $\overline{\operatorname{span}\left\{\psi_{j}\right\}_{j \in \mathbb{N}}}\|\cdot\|=\overline{\operatorname{span}\left\{\phi_{j}\right\}_{j \in \mathbb{N}}}\|\cdot\|=X$.

## $3.3 \quad p$-adic Hilbert spaces

To the best of our knowledge, the existence of an orthonormal basis in a generic inner product $p$-adic Banach space is not guaranteed (even assuming that the inner product is non-degenerate). Therefore, it is natural to set the following:

Definition 3.23. Let $(X,\|\cdot\|,\langle\cdot, \cdot\rangle)$ be an inner product $p$-adic Banach space (over $\mathbb{Q}_{p}(\sqrt{\mu})$ ). We say that $X$ is a $p$-adic Hilbert space if it admits an orthonormal basis $\left\{\phi_{i}\right\}_{i \in I}$ (in the sense of Definition 3.20). We will typically denote (the carrier space of) a $p$-adic Hilbert space by $\mathcal{H}$.

Let $x \in \mathcal{H}$, and let $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$ be an orthonormal basis in $\mathcal{H}$. By the first condition in Definition 3.20, we can express $x$ - in a unique way - as $x=\sum_{i \in I} x_{i} \phi_{i}$, for some set of coefficients $\left\{x_{i}\right\}_{i \in I}$ in $\mathbb{Q}_{p}(\sqrt{\mu})$. Moreover, by the second condition in the same definition, and taking into account the continuity, w.r.t. each of its arguments, of the non-Archimedean inner product (see Remark 3.17), we have that

$$
\begin{equation*}
\left\langle\phi_{j}, x\right\rangle=\left\langle\phi_{j}, \sum_{i \in I} x_{i} \phi_{i}\right\rangle=\sum_{i \in I} x_{i}\left\langle\phi_{j}, \phi_{i}\right\rangle=x_{j}, \quad \forall j \in I \tag{39}
\end{equation*}
$$

Thus, we see that any $x \in \mathcal{H}$ is expressed - w.r.t. the fixed orthonormal basis $\Phi$ in $\mathcal{H}$ - as

$$
\begin{equation*}
x=\sum_{i \in I}\left\langle\phi_{i}, x\right\rangle \phi_{i}, \tag{40}
\end{equation*}
$$

from which we deduce the non-Archimedean Parseval identity

$$
\begin{equation*}
\|x\|=\max _{i \in I} \mid\left\langle\left\langle\phi_{i}, x\right\rangle\right| . \tag{41}
\end{equation*}
$$

Proposition 3.24. Let $\mathcal{H}$ be a p-adic Hilbert space over $\mathbb{Q}_{p}(\sqrt{\mu})$. Then, $\mathcal{H}$ is normal i.e., $\|\mathcal{H}\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ - and the non-Archimedean inner product $\langle\cdot, \cdot\rangle$ defined on it is nondegenerate, i.e.,

$$
\begin{equation*}
\langle x, y\rangle=0, \quad \forall y \in \mathcal{H} \quad \Longrightarrow \quad x=0 . \tag{42}
\end{equation*}
$$

Proof. Since $\mathcal{H}$ admits a (ortho-)normal basis, then, by the second assertion of Theorem 3.12, $\|\mathcal{H}\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$. Let $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$ be an orthonormal basis of $\mathcal{H}$. If $\langle x, y\rangle=0, \forall y \in \mathcal{H}$, it must be true that $\left\langle x, \phi_{i}\right\rangle=0, \forall i \in I$. But then, by (40) and by the uniqueness of the decomposition of a vector w.r.t. a (ortho-)normal basis in $\mathcal{H}$, it follows that $x=0$.

Example 3.25. Let us consider the normal p-adic Banach space $\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right),\|\cdot\|_{\infty}\right)$ (see Subsection (3.1), where $\|x\|_{\infty}=\max _{i \in I}\left|x_{i}\right|\left(x=\left\{x_{i}\right\}_{i \in I}\right)$. Let $\boldsymbol{e} \equiv\left\{e_{i}\right\}_{i \in I}$ be the set of all sequences in $c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ whose elements are of the form

$$
\begin{equation*}
e_{1}=(1,0,0, \cdots), \quad e_{2}=(0,1,0, \cdots), \quad e_{3}=(0,0,1, \cdots), \quad \cdots \quad . \tag{43}
\end{equation*}
$$

Clearly, the set $\left\{e_{i}\right\}_{i \in I}$ is a normal basis - the standard basis - and $\operatorname{dim}\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)\right)=$ $\operatorname{card}(I)$. Let us endow $\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right),\|\cdot\|_{\infty}\right)$ with the canonical inner product, associated with $\left\{e_{i}\right\}_{i \in I}$, introduced in Example 3.18:

$$
\begin{equation*}
c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \times c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni(x, y) \mapsto\langle x, y\rangle:=\sum_{i \in I} \overline{x_{i}} y_{i} \in \mathbb{Q}_{p}(\sqrt{\mu}) . \tag{44}
\end{equation*}
$$

By construction, we have that

$$
\begin{equation*}
\left\langle e_{i}, e_{j}\right\rangle=\delta_{i j}, \quad \forall i, j \in I, \tag{45}
\end{equation*}
$$

i.e., $\left\{e_{i}\right\}_{i \in I}$ is an orthonormal basis for $c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Therefore, the $p$-adic Banach space $\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right),\|\cdot\|_{\infty}\right)$, endowed with the inner product in (44), and admitting the orthonormal basis $\left\{e_{i}\right\}_{i \in I}$, is a $p$-adic Hilbert space. In the literature [25, 48], this $p$-adic Hilbert space is sometimes called coordinate $p$-adic Hilbert space, and denoted by $\mathbb{H}(I)$. More generally, given a normal $p$-adic Banach space $X$ and a normal basis $\left\{e_{i}\right\}_{i \in I}$ in $X$, we can endow this space with the sesquilinear form defined by (23), so that $\left\{e_{i}\right\}_{i \in I}$ becomes an orthonormal basis and $X$ a $p$-adic Hilbert space.

In the light of Remark 3.19 about the existence of isotropic vectors in an inner product $p$-adic Banach space, we set the following:

Definition 3.26. For every quadratic extensions $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$, we define the isotropy index $\nu_{p, \mu} \in \mathbb{N}$ as

$$
\begin{equation*}
\nu_{p, \mu}:=\min \left\{\operatorname{card}(\operatorname{supp}(x)): x \in c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right) \backslash\{0\},\langle x, x\rangle=0\right\}, \tag{46}
\end{equation*}
$$

where $\operatorname{supp}(x) \subset \mathbb{N}$ denotes the support of the sequence $x=\left\{x_{i}\right\}_{i \in \mathbb{N}} \in c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right) ;$ namely,

$$
\begin{equation*}
\operatorname{supp}(x):=\left\{i \in \mathbb{N}: x_{i} \neq 0\right\} . \tag{47}
\end{equation*}
$$

Proposition 3.27. Given a quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}, \nu_{p, \mu} \in\{2,3\}$.
Proof. It is clear that $\nu_{p, \mu}>1$. Let us show that, in particular, either $\nu_{p, \mu}=2$ or $\nu_{p, \mu}=3$. Assume, at first, that $p \neq 2$. By Lemma 54.6 in [9], there exist numbers $\alpha, \beta, \gamma \in \mathbb{Q}_{p}$ such that $\alpha \neq 0 \neq \beta$ and $\alpha^{2}+\beta^{2}+\gamma^{2}=0$. Therefore, putting $x=\alpha e_{1}+\beta e_{2}+\gamma e_{3}$, where $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ is the standard basis in $c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$, we have that $\langle x, x\rangle=\alpha^{2}+\beta^{2}+\gamma^{2}=0$; i.e., $\nu_{p, \mu} \in\{2,3\}$. For $p=2$, the same result can be achieved by means of a direct calculation. E.g., for $\mu=2$, we can put $x=(1+\sqrt{2}) e_{1}+e_{2}$ (so that $\langle x, x\rangle=(1-2)+1=0$ ). For $\mu=3$, we can take $x=(1+\sqrt{3}) e_{1}+e_{2}+e_{3}$. For $\mu=5$, we take $x=(1+\sqrt{5}) e_{1}+2 e_{2}$. The remaining cases $(p=2$ and $\mu=6,7,10,14)$ are similar and, once again, it turns out that $\nu_{p, \mu} \in\{2,3\}$.

It is worth observing that the coordinate $p$-adic Hilbert space $\mathbb{H}(I)$ (Example 3.25) plays a role analogous to the role played by $\ell^{2}(I)$ for the (separable) complex Hilbert spaces: There exists an isomorphism of $p$-adic Hilbert spaces between $\mathcal{H}$ and $\mathbb{H}(I)$, where $\operatorname{dim}(\mathcal{H})=\operatorname{card}(I)$. Here, we are assuming the following:

Definition 3.28. Given $p$-adic Hilbert spaces $(\mathcal{H},\|\cdot\|,\langle\cdot, \cdot\rangle)$ and $(\mathcal{K},\|\cdot\|,\langle\cdot, \cdot\rangle)$ over the same quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$, a linear map $W: \mathcal{H} \rightarrow \mathcal{K}$ is called an isomorphism of p-adic Hilbert spaces (an automorphism, in the case where $\mathcal{H}=\mathcal{K}$ ) if
(I1) $W$ is an isometry: $\|W x\|=\|x\|, \forall x \in \mathcal{H}$;
(I2) $W$ is surjective: $W \mathcal{H}=\mathcal{K}$;

$$
\begin{equation*}
\langle W x, W y\rangle=\langle x, y\rangle, \forall x, y \in \mathcal{H} \tag{I3}
\end{equation*}
$$

Otherwise stated, $W$ is an isomorphism of $p$-adic Banach spaces - a surjective isometry preserving the inner product.

Then, let $\mathcal{H}$ be a $p$-adic Hilbert space, and let $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$ be an orthonormal basis in $\mathcal{H}$. By Theorem 3.12, the map

$$
\begin{equation*}
W_{\Phi}: \mathcal{H} \ni x=\sum_{i \in I}\left\langle\phi_{i}, x\right\rangle \phi_{i} \mapsto \breve{x} \equiv\left\{\left\langle\phi_{i}, x\right\rangle\right\}_{i \in I} \in \mathbb{H}(I) \tag{48}
\end{equation*}
$$

is an isomorphism of $\mathcal{H}$ onto $\mathbb{H}(I)$, since it is a surjective isometry and, by the continuity of the inner product (see Remark 3.17),

$$
\begin{align*}
\langle x, y\rangle & =\left\langle\sum_{i \in I}\left\langle\phi_{i}, x\right\rangle \phi_{i}, \sum_{j \in I}\left\langle\phi_{j}, y\right\rangle \phi_{j}\right\rangle \\
& =\sum_{i \in I} \sum_{j \in I} \overline{\left\langle\phi_{i}, x\right\rangle}\left\langle\phi_{j}, y\right\rangle\left\langle\phi_{i}, \phi_{j}\right\rangle \\
& =\sum_{i \in I} \overline{\left\langle\phi_{i}, x\right\rangle}\left\langle\phi_{i}, y\right\rangle=\langle\breve{x}, \breve{y}\rangle \tag{49}
\end{align*}
$$

i.e., the inner product is preserved. Note that, $W_{\Phi} \phi_{i}=e_{i}, \forall i \in I$, where $\left\{e_{i}\right\}_{i \in I}$ is the standard basis in $\mathbb{H}(I)$, and $\operatorname{dim}(\mathcal{H})=\operatorname{card}(I)=\operatorname{dim}(\mathbb{H}(I))$. Therefore, two $p$-adic Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, over the same quadratic extension of $\mathbb{Q}_{p}$, are isomorphic iff $\operatorname{dim}(\mathcal{H})=\operatorname{dim}(\mathcal{K})$, in complete analogy w.r.t. separable complex Hilbert spaces.

However, the analogies between the complex and the p-adic Hilbert spaces cannot be pursued too far. E.g., in a complex Hilbert space the norm stems directly from the scalar product, and the closed subspaces - endowed with the subset inclusion and with the orthogonal complementation - form an (orthomodular) orthocomplemented lattice [22]; in particular, a relation of the form (51) below holds true, whereas, for a $p$-adic Hilbert space, we have the following:

Proposition 3.29. Let $\mathcal{H}$ be a p-adic Hilbert space over $\mathbb{Q}_{p}(\sqrt{\mu})$, with $\operatorname{dim}(\mathcal{H}) \geq \nu_{p, \mu} \in\{2,3\}$. Then, the mapping

$$
\begin{equation*}
\mathcal{H} \ni x \mapsto \sqrt{|\langle x, x\rangle|} \in \mathbb{R}^{+} \tag{50}
\end{equation*}
$$

is not a norm. Moreover, in general, it is not true that

$$
\begin{equation*}
\emptyset \neq \mathcal{V} \subset \mathcal{H} \quad \text { and } \quad \mathcal{V}=\mathcal{V}^{\perp \perp} \quad \Longrightarrow \quad \mathcal{V}+\mathcal{V}^{\perp}=\mathcal{H} \tag{51}
\end{equation*}
$$

where $\mathcal{V}^{\perp}:=\{x \in \mathcal{H}:\langle x, y\rangle=0, \forall y \in \mathcal{V}\}$; i.e., there exists some non-empty subset $\mathcal{V}$ of $\mathcal{H}$ such that $\mathcal{V}=\mathcal{V}^{\perp \perp}$ and violating the relation $\mathcal{V}+\mathcal{V}^{\perp}=\mathcal{H}$.
(Note: For every non-empty subset $\mathcal{V}$ of $\mathcal{H}, \mathcal{V}^{\perp}$ is a norm-closed linear subspace of $\mathcal{H}$.)
Proof. For every orthonormal basis $\Phi=\left\{\phi_{1}, \phi_{2}, \ldots\right\}$ in $\mathcal{H}$, the mapping

$$
\begin{equation*}
\mathcal{H} \ni x=\sum_{k} x_{k} \phi_{k} \mapsto \breve{x}=\left\{\breve{x}_{1}, \breve{x}_{2}, \ldots\right\} \in c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right), \tag{52}
\end{equation*}
$$

- where $\breve{x}_{k}=x_{k}$, for $k \leq \operatorname{dim}(\mathcal{H})$, and $\breve{x}_{k}=0$, otherwise - is an isometry preserving the inner product $\left(c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)\right.$ being endowed with the canonical inner product associated with its standard basis). Therefore, by Proposition 3.27 if $\operatorname{dim}(\mathcal{H}) \geq \nu_{p, \mu}$, then $\mathcal{H}$ admits (nonzero) isotropic vectors: $\exists x \in \mathcal{H}, x \neq 0$, such that $\sqrt{|\langle x, x\rangle|}=0$. This observation proves the first assertion. To prove the second one, we now provide a counterexample to implication (51). Let us first show that, for every $0 \neq x \in \mathcal{H}, \mathbb{Q}_{p}(\sqrt{\mu}) x=\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp}$. In fact, since $\langle\cdot, \cdot\rangle$ is non-degenerate, there is some $y \in \mathcal{H}$ such that $\langle x, y\rangle \neq 0$. Then, for every $z \in \mathcal{H}$, the vector $\tilde{z}=z-\langle x, z\rangle\langle x, y\rangle^{-1} y$ is IP-orthogonal to $x$ :

$$
\begin{equation*}
\langle x, \tilde{z}\rangle=\langle x, z\rangle-\langle x, z\rangle\langle x, y\rangle^{-1}\langle x, y\rangle=0 . \tag{53}
\end{equation*}
$$

Therefore, for every $z \in \mathcal{H}, \tilde{z} \in\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp}$. Thus, given any $w \in\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp}$, we have that $\langle w, \tilde{z}\rangle=0, \forall z \in \mathcal{H}$; i.e.,

$$
\begin{equation*}
\langle w, z-\alpha y\rangle=0, \quad \forall z \in \mathcal{H}, \tag{54}
\end{equation*}
$$

where $\alpha=\langle x, z\rangle\langle x, y\rangle^{-1}$. This condition is equivalent to

$$
\begin{equation*}
\langle w-\bar{\beta} x, z\rangle=0, \quad \forall z \in \mathcal{H}, \tag{55}
\end{equation*}
$$

where $\beta=\langle x, y\rangle^{-1}\langle w, y\rangle(\alpha\langle w, y\rangle=\beta\langle x, z\rangle)$. Hence, as the inner product is non-degenerate, $w-\bar{\beta} x=0$; i.e., $w=\bar{\beta} x \in \mathbb{Q}_{p}(\sqrt{\mu}) x$, so that $\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp} \subset \mathbb{Q}_{p}(\sqrt{\mu}) x$. But, for any $\emptyset \neq \mathcal{V} \subset \mathcal{H}$, it is always true that $\mathcal{V} \subset \mathcal{V}^{\perp \perp}$; therefore, actually, $\mathbb{Q}_{p}(\sqrt{\mu}) x=\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp}$. At this point, observe that, given $0 \neq x \in \mathcal{H}$, we have:

$$
\begin{align*}
\langle x, x\rangle=0 & \Longrightarrow \mathbb{Q}_{p}(\sqrt{\mu}) x \subset\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp} \\
& \Longrightarrow \mathbb{Q}_{p}(\sqrt{\mu}) x+\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp}=\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp} \neq \mathcal{H} . \tag{56}
\end{align*}
$$

Here, the relation $\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp} \neq \mathcal{H}$ must hold, because the assumption that $\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp}=\mathcal{H}$ would imply

$$
\begin{equation*}
\mathbb{Q}_{p}(\sqrt{\mu}) x=\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp}=\mathcal{H}^{\perp}=\{0\} ; \tag{57}
\end{equation*}
$$

i.e., we would have a contradiction. In conclusion, if $\operatorname{dim}(\mathcal{H}) \geq \nu_{p, \mu}$, there exists a (nonzero) isotropic vector $x \in \mathcal{H}$, so that

$$
\begin{equation*}
\mathbb{Q}_{p}(\sqrt{\mu}) x=\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp \perp} \quad \text { and } \quad \mathbb{Q}_{p}(\sqrt{\mu}) x+\left(\mathbb{Q}_{p}(\sqrt{\mu}) x\right)^{\perp} \neq \mathcal{H} ; \tag{58}
\end{equation*}
$$

i.e., implication (51) is violated.

Remark 3.30. In the case where $\operatorname{dim}(\mathcal{H})=\infty$, the second assertion of the previous proposition can be regarded as a manifestation of Solèr's celebrated theorem [56], according to which a vector space over a division ring, endowed with a (non-degenerate) Hermitian form satisfying a relation of the form (51), and admitting an infinite orthonormal sequence, must be real, complex or quaternionic. Note that Solèr calls an Hermitian space where a relation of the type (51) is satisfied an orthomodular space. This is due to the fact that the canonical orthocomplemented lattice of (form-closed) subspaces of a orthomodular space turns out to be an orthomodular lattice; see, e.g., Theorem 2.8 in [57].

In the next subsection, we will also argue that a further distinguishing mark of an infinitedimensional $p$-adic Hilbert space $\mathcal{H}$, versus a complex Hilbert space, is that it cannot be identified with its (topological) dual $\mathcal{H}^{\prime}$.

### 3.4 Linear operators between $p$-adic normed spaces

Let $\left(X,\|\cdot\|_{X}\right),\left(Y,\|\cdot\|_{Y}\right)$ be two $p$-adic normed spaces, and let $L: X \rightarrow Y$ be a linear operator from $X$ to $Y$. In the $p$-adic setting, as in the complex case, linear operators are continuous precisely when they are bounded [10, 44, 45, 47, 48]; specifically, $L$ is bounded if

$$
\begin{equation*}
\|L\|:=\sup _{x \neq 0} \frac{\|L x\|_{Y}}{\|x\|_{X}}<\infty \tag{59}
\end{equation*}
$$

(A bounded conjugate-linear operator and its norm are defined analogously). We denote the space of bounded - equivalently, continuous - linear operators $L: X \rightarrow Y$, by $\mathcal{B}(X, Y)$, and we refer to the norm in (59) as the operator norm.

Theorem 3.31. Let $X, Y$ be p-adic normed spaces over $\mathbb{Q}_{p}(\sqrt{\mu})$ - with $Y$ complete and normal, i.e., $\|Y\|_{Y}=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ - and let $X_{0}$ be a linear subspace of $X$. Then, every linear operator $L_{0} \in \mathcal{B}\left(X_{0}, Y\right)$ admits an extension $L \in \mathcal{B}(X, Y)$ - a so-called Hahn-Banach extension of $L_{0}$ - such that $\|L\|=\left\|L_{0}\right\|$. If $X_{0}$ is dense in $X$, the bounded extension $L$ of $L_{0}$ is unique.

Proof. By Lemma 2.4 in [45] (or by Proposition 20.2 in [8]) the normed space $Y$, being complete and normal (and the valuation group $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$ discrete), is spherically complete. Then, the first assertion of the theorem follows from the non-Archimedean Hahn-Banach theorem (i.e., Ingleton's theorem; see Theorem 4.8 in [45]). The second assertion is clear.

From now on, we will remove subscripts $X$ and $Y$ from the associated norms, since it will be clear from the context to which space they refer.

Proposition 3.32 (10). The space $\mathcal{B}(X, Y)$, endowed with the operator norm, is an ultrametric normed space over $\mathbb{Q}_{p}(\sqrt{\mu})$, which is complete (hence, an ultrametric Banach space) whenever $Y$ is.

As usual, in the case where $X=Y$, we simply write $\mathcal{B}(X)$ rather than $\mathcal{B}(X, X)$. Moreover, since $\|S T\| \leq\|S\|\|T\|$, for all $S, T \in \mathcal{B}(X)$, if $X$ is a $p$-adic Banach space, then $\mathcal{B}(X)$ is a unital ultrametric Banach algebra 44].

As in the standard complex case, we define the (topological) dual of a $p$-adic Banach space $X$ as the ultrametric Banach space $X^{\prime}:=\mathcal{B}\left(X, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Denoting by $X^{\prime \prime}$ the bidual of $X$, the linear map $\mathcal{I}_{X}: X \rightarrow X^{\prime \prime}$ defined by $\left(\mathcal{I}_{X}(x)\right)(\xi):=\xi(x)$, for all $x \in X$ and $\xi \in X^{\prime}$, is continuous (see Chapt. 3 of [45]). If $\operatorname{dim}(X)<\infty$, then $X$ is reflexive (i.e., $\mathcal{I}_{X}$ is a surjective isometry); otherwise, since $\mathbb{Q}_{p}(\sqrt{\mu})$ is spherically complete, by a classical result of Fleischer see Theorem 4.16 in [45] - $X$ is not reflexive. Nevertheless, in the case where $X$ is infinitedimensional, it may be 'pseudoreflexive':

Definition 3.33. A $p$-adic Banach space $X$ is said to be pseudoreflexive if the linear map $\mathcal{I}_{X}: X \rightarrow X^{\prime \prime}$ is an isometry.

Remark 3.34. Let $\mathcal{H}$ be a $p$-adic Hilbert space, with $\operatorname{dim}(\mathcal{H})=\infty$. Then, its dual $\mathcal{H}^{\prime}$ is not a $p$-adic Hilbert space isomorphic to $\mathcal{H}$ (like in the complex case), but a $p$-adic Banach space isomorphic to $\ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$; see the forthcoming definition (60) and Proposition 3.38 below.

In order to describe the dual of the $p$-adic Banach space $c_{0}(I, X)$, where $I=\{1,2, \ldots\}$ is a countable index set, we recall that, for a $p$-adic Banach space $X$, the space $\ell^{\infty}(I, X)$ is defined as follows:

$$
\begin{equation*}
\ell^{\infty}(I, X):=\left\{\xi=\left\{\xi_{i}\right\}_{i \in I}: \xi_{i} \in X, \xi \text { bounded sequence in } X\right\} . \tag{60}
\end{equation*}
$$

This space, equipped with the norm

$$
\begin{equation*}
\|\xi\|_{\infty}:=\sup _{i \in I}\left\|\xi_{i}\right\|, \tag{61}
\end{equation*}
$$

is a $p$-adic Banach space [10, 45]. In particular, for $X=\mathbb{Q}_{p}(\sqrt{\mu})$, we obtain the $p$-adic Banach space

$$
\begin{equation*}
\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right):=\left\{\xi=\left\{\xi_{i}\right\}_{i \in I}: \xi_{i} \in \mathbb{Q}_{p}(\sqrt{\mu}), \xi \text { bounded sequence in } \mathbb{Q}_{p}(\sqrt{\mu})\right\} \tag{62}
\end{equation*}
$$

endowed with the norm $\|\xi\|_{\infty}:=\sup _{i \in I}\left|\xi_{i}\right|$.
Remark 3.35. The $p$-adic Banach space $\ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ - differently from $c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ is not separable; equivalently - recall Remark 3.3 - it is not of countable type. In fact, for every $J \subset \mathbb{N}$, let $1_{J} \in \ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ be defined by

$$
\left(1_{J}\right)_{i}=\left\{\begin{array}{ll}
1 & \text { if } i \in J  \tag{63}\\
0 & \text { if } i \notin J
\end{array} .\right.
$$

Clearly, $\left\|1_{J}-1_{K}\right\|_{\infty}=1$, whenever $J \neq K \subset \mathbb{N}$. Let us put

$$
\begin{equation*}
\mathscr{D}_{J}:=\left\{\xi \in \ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right):\left\|\xi-1_{J}\right\|_{\infty} \leq p^{-1}\right\} . \tag{64}
\end{equation*}
$$

Thus, $\left\{\mathscr{D}_{J}\right\}_{J \subset \mathbb{N}}$ is a countably infinite set of balls in $\ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Note that these balls are mutually disjoint because, if $\xi \in 1_{J}$ and $J \neq K \subset \mathbb{N}$, then

$$
\begin{equation*}
1=\left\|1_{J}-1_{K}\right\|_{\infty} \leq \max \left\{\left\|1_{J}-\xi\right\|_{\infty},\left\|\xi-1_{K}\right\|_{\infty}\right\}=\max \left\{p^{-1},\left\|\xi-1_{K}\right\|_{\infty}\right\} \tag{65}
\end{equation*}
$$

so that $\left\|\xi-1_{K}\right\|_{\infty} \geq 1$ and $\xi \notin \mathscr{D}_{K}$. Now, let $\mathscr{E}$ be any dense subset of $\ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Each ball in $\left\{\mathscr{D}_{J}\right\}_{J \subset \mathbb{N}}$ must contain at least one element of $\mathscr{E}$, and such an element is not contained in any other ball in $\left\{\mathscr{D}_{J}\right\}_{J \subset \mathbb{N}}$. It follows that there is an uncountable subset of $\mathscr{E}$, so that $\mathscr{E}$ itself is uncountable and, hence, $\ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ is not separable. It is worth observing that, more generally, $\ell^{\infty}(\mathbb{N}, \mathbb{K})$ - where $\mathbb{K}$ is any complete ultrametric field, with a non-trivial valuation - is not of countable type; see Theorem 2.5.15 in [47].

Proposition 3.36 ( $10,53,47)$. Let $X$ be a p-adic Banach space over $\mathbb{Q}_{p}(\sqrt{\mu})$. The topological dual of the space $c_{0}(I, X)$ is isomorphic, as a p-adic Banach space, to $\ell^{\infty}\left(I, X^{\prime}\right)$. The identification of $c_{0}(I, X)^{\prime}$ with $\ell^{\infty}\left(I, X^{\prime}\right)$ is given via the bilinear pairing

$$
\begin{equation*}
\ell^{\infty}\left(I, X^{\prime}\right) \times c_{0}(I, X) \ni(\xi, y) \mapsto \sum_{i \in I} \xi_{i}\left(y_{i}\right)=: \xi(y) \in \mathbb{Q}_{p}(\sqrt{\mu}) . \tag{66}
\end{equation*}
$$

Remark 3.37. Note that the norm of any $x \in c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \subset \ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ coincides with the norm of $x$ regarded as an element of $\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right.$ ) (equivalently, of $\left.c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)^{\prime}\right)$. Moreover, by suitably composing the pairing (666) with the conjugate-linear isometry $\left\{\xi_{i}\right\}_{i \in I} \mapsto\left\{\bar{\xi}_{i}\right\}_{i \in I}$ of $\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ onto itself, we obtain the sesquilinear pairing

$$
\begin{equation*}
\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \times c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni(\xi, y) \mapsto \sum_{i \in I} \bar{\xi}_{i} y_{i}=\bar{\xi}(y) \equiv\langle\xi, y\rangle \in \mathbb{Q}_{p}(\sqrt{\mu}) . \tag{67}
\end{equation*}
$$

This pairing determines a conjugate-linear isometry

$$
\begin{equation*}
c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni x \mapsto\langle x, \cdot\rangle \in c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)^{\prime} . \tag{68}
\end{equation*}
$$

Also note that $c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ is pseudoreflexive, because the mapping

$$
\begin{equation*}
c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni x \mapsto\langle\overline{(\cdot)}, x\rangle \in c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)^{\prime \prime} \tag{69}
\end{equation*}
$$

— where $\langle\overline{(\cdot)}, x\rangle: \ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni \xi \mapsto\langle\bar{\xi}, x\rangle=\xi(x)=\sum_{i \in I} \xi_{i} x_{i}$ - is a linear isometry $\left(\|\langle x, \cdot\rangle\|=\|x\|_{\infty}\right)$. Clearly, we have: $\langle\xi, x\rangle=\left(\mathcal{I}_{X}(x)\right)(\bar{\xi})$, with $X=c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Observe that, with a slight abuse, we are using the same symbol $\langle\cdot, \cdot\rangle$ for the inner product (44) and for the sesquilinear pairing (67).

Proposition 3.38. Let $\mathcal{H}$ be a p-adic Hilbert space over $\mathbb{Q}_{p}(\sqrt{\mu})$, and let $\Phi \equiv\left\{\phi_{i}\right\}_{i \in I}$ be an orthonormal basis in $\mathcal{H}$. The mapping

$$
\begin{equation*}
\mathcal{J}_{\mathcal{H}}: \mathcal{H} \ni \psi \mapsto\langle\psi, \cdot\rangle \in \mathcal{H}^{\prime} \tag{70}
\end{equation*}
$$

is a conjugate-linear isometry of $\mathcal{H}$ into its dual $\mathcal{H}^{\prime}$, that is surjective iff $\operatorname{dim}(\mathcal{H})<\infty$. The p-adic Banach space $\mathcal{H}^{\prime}$ is isomorphic to $\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)-$ with $\operatorname{card}(I)=\operatorname{dim}\left(\mathcal{H}^{\prime}\right)-$ and this isomorphism is implemented by the surjective isometry

$$
\begin{equation*}
\mathcal{L}_{\Phi}: \ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \ni \xi=\left\{\xi_{i}\right\}_{i \in I} \mapsto \sum_{i \in I} \xi_{i}\left\langle\phi_{i}, \cdot\right\rangle \in \mathcal{H}^{\prime}, \tag{71}
\end{equation*}
$$

where, if $I=\mathbb{N}$, the series converges w.r.t. the weak*-topology; moreover,

$$
\begin{equation*}
\mathcal{L}_{\Phi}\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)\right)=\mathcal{J}_{\mathcal{H}}(\mathcal{H}) \tag{72}
\end{equation*}
$$

Finally, $\mathcal{H}$ is reflexive iff $\operatorname{dim}(\mathcal{H})<\infty$; in the case where $\operatorname{dim}(\mathcal{H})=\infty, \mathcal{H}$ is pseudoreflexive, because the mapping

$$
\begin{equation*}
\mathcal{I}_{\mathcal{H}}: \mathcal{H} \ni \psi \mapsto\left(\mathcal{H}^{\prime} \ni \phi^{\prime} \mapsto \phi^{\prime}(\psi) \in \mathbb{Q}_{p}(\sqrt{\mu})\right) \in \mathcal{H}^{\prime \prime} \tag{73}
\end{equation*}
$$

is an isometry of $\mathcal{H}$ into its bidual $\mathcal{H}^{\prime \prime}$.
Proof. The mapping (70) is a (conjugate-linear) isometry, because

$$
\begin{align*}
\left\|\mathcal{J}_{\mathcal{H}} \psi\right\|=\sup _{\eta \neq 0} \frac{|\langle\psi, \eta\rangle|}{\|\eta\|} & =\sup _{\eta \neq 0} \frac{\left|\sum_{i \in I}\left\langle\psi, \phi_{i}\right\rangle\left\langle\phi_{i}, \eta\right\rangle\right|}{\|\eta\|} \\
& =\sup _{\eta \neq 0} \frac{\max _{i \in I}\left|\left\langle\psi, \phi_{i}\right\rangle\right|\left|\left\langle\phi_{i}, \eta\right\rangle\right|}{\max _{i \in I}\left|\left\langle\phi_{i}, \eta\right\rangle\right|} \\
& =\max _{i \in I}\left|\left\langle\phi_{i}, \psi\right\rangle\right|=\|\psi\| . \tag{74}
\end{align*}
$$

Since $\mathcal{H}$, as a $p$-adic Banach space, is isomorphic to $c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)(\operatorname{card}(I)=\operatorname{dim}(\mathcal{H}))$ via the mapping $\mathcal{H} \ni x=\sum_{i \in I}\left\langle\phi_{i}, x\right\rangle \phi_{i} \mapsto\left\{\left\langle\phi_{i}, x\right\rangle\right\}_{i \in I} \in c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$, then, by suitably composing this linear isometry with the bilinear pairing (66), we see that the map $\mathcal{L}_{\Phi}: \ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right) \rightarrow \mathcal{H}^{\prime}$ - $\left(\mathcal{L}_{\Phi}\right)(\psi):=\sum_{i \in I} \xi_{i}\left\langle\phi_{i}, \psi\right\rangle$ - is an isomorphism of $p$-adic Banach spaces. Therefore, we can write $\mathcal{L}_{\Phi}=\sum_{i \in I} \xi_{i}\left\langle\phi_{i}, \cdot\right\rangle$, where, for $I=\mathbb{N}$, the series converges pointwise, namely, w.r.t. the weak ${ }^{*}$-topology (see, e.g., Sect. 7.3 of [47]). Also note that $\mathcal{J}_{\mathcal{H}}(\mathcal{H})=\mathcal{L}_{\Phi}\left(c_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)\right)$; hence, $\mathcal{J}_{\mathcal{H}}$ is surjective iff $\operatorname{dim}(\mathcal{H})<\infty$. Finally, we have already observed that, if $\operatorname{dim}(\mathcal{H})=\infty$, then $\mathcal{H}$ is not reflexive. Nevertheless, $\mathcal{H}$ is pseudoreflexive, because the mapping

$$
\begin{equation*}
\mathcal{I}_{\mathcal{H}}: \mathcal{H} \ni \psi=\sum_{i \in I} x_{i} \phi_{i} \mapsto\left(\mathcal{H}^{\prime} \ni \phi^{\prime}=\sum_{j \in I} \xi_{j}\left\langle\phi_{j}, \cdot\right\rangle \mapsto \phi^{\prime}(\psi)=\sum_{i \in I} \xi_{i} x_{i} \in \mathbb{Q}_{p}(\sqrt{\mu})\right) \in \mathcal{H}^{\prime \prime} \tag{75}
\end{equation*}
$$

is a linear isometry.
Remark 3.39. With regard to the isometry (71), note that - since, for every $\xi \equiv\left\{\xi_{i}\right\}_{i \in I} \in$ $\ell^{\infty}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ and every finite subset $I_{0}$ of $I$,

$$
\begin{equation*}
\left\|\sum_{i \in I_{0}} \xi_{i}\left\langle\phi_{i}, \cdot\right\rangle\right\|=\max _{i \in I_{0}}\left|\xi_{i}\right|\left\|\mathcal{J}_{\mathcal{H}} \phi_{i}\right\|=\max _{i \in I_{0}}\left|\xi_{i}\right| \tag{76}
\end{equation*}
$$

- in the case where $I=\mathbb{N}$, the (pointwise converging) series $\sum_{i \in I} \xi_{i}\left\langle\phi_{i}, \cdot\right\rangle$ converges w.r.t. the norm topology iff $\xi \in c_{0}(I, X)$.

As a consequence of the first assertion of Proposition [3.38, we have the following:
Corollary 3.40. If $A \in \mathcal{B}(\mathcal{H})$ and $B \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ satisfy the intertwining relation

$$
\begin{equation*}
\mathcal{J}_{\mathcal{H}} \circ A=B \circ \mathcal{J}_{\mathcal{H}}, \tag{77}
\end{equation*}
$$

then $B \mathcal{J}_{\mathcal{H}}(\mathcal{H}) \subset \mathcal{J}_{\mathcal{H}}(\operatorname{ran}(A)) \subset \mathcal{J}_{\mathcal{H}}(\mathcal{H})$ and $\|A\|=\left\|B_{0}\right\| \leq\|B\|$, where $B_{0}$ is the restriction of $B$ to the closed subspace $\mathcal{J}_{\mathcal{H}}(\mathcal{H})$ of $\mathcal{H}^{\prime}$.
Proof. If relation (77) holds, then, since $\mathcal{J}_{\mathcal{H}}: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ is an isometry, we have

$$
\begin{align*}
\|A\|=\sup _{\psi \neq 0} \frac{\|A \psi\|}{\|\psi\|} & =\sup _{\psi \neq 0} \frac{\left\|\mathcal{J}_{\mathcal{H}}(A \psi)\right\|}{\left\|\mathcal{J}_{\mathcal{H}}(\psi)\right\|} \\
& =\sup _{\psi \neq 0} \frac{\left\|B\left(\mathcal{J}_{\mathcal{H}}(\psi)\right)\right\|}{\left\|\mathcal{J}_{\mathcal{H}}(\psi)\right\|} \\
& =\sup _{0 \neq \phi^{\prime} \in \mathcal{J}_{\mathcal{H}}(\mathcal{H})} \frac{\left\|B \phi^{\prime}\right\|}{\left\|\phi^{\prime}\right\|}=\left\|B_{0}\right\| \leq\|B\|, \tag{78}
\end{align*}
$$

where $B_{0}$ is the restriction of $B$ to $\mathcal{J}_{\mathcal{H}}(\mathcal{H})$, which, by (77), is a (closed) subspace of $\mathcal{H}^{\prime}$, stable under the action of $B$.

Definition 3.41. If $A \in \mathcal{B}(\mathcal{H})$ and $B \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ satisfy the intertwining relation (77) and, moreover, $\|A\|=\|B\|$, we say that $B$ is a dual Hahn-Banach extension of $A$.

For every bounded linear operator $A \in \mathcal{B}(\mathcal{H})$, one can define its Banach space adjoint - or generalized adjoint $-A^{\prime}: \mathcal{H}^{\prime} \rightarrow \mathcal{H}^{\prime}$ by setting $A^{\prime}\left(\phi^{\prime}\right):=\phi^{\prime} \circ A$, namely,

$$
\begin{equation*}
\left(A^{\prime} \phi^{\prime}\right)(\psi):=\phi^{\prime}(A \psi), \quad \forall \psi \in \mathcal{H}, \forall \phi^{\prime} \in \mathcal{H}^{\prime} . \tag{79}
\end{equation*}
$$

In particular, $A^{\prime}(\langle\phi, \cdot\rangle)=\langle\phi, \cdot\rangle \circ A=\langle\phi, A(\cdot)\rangle$, for all $\phi \in \mathcal{H}$; namely,

$$
\begin{equation*}
\left(A^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)(\phi)=\mathcal{J}_{\mathcal{H}}(\phi) \circ A, \quad \forall \phi \in \mathcal{H} . \tag{80}
\end{equation*}
$$

Proposition 3.42. If $A \in \mathcal{B}(\mathcal{H})$, then $A^{\prime} \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ and $\left\|A^{\prime}\right\|=\|A\|$.
Proof. See Section 4F of [45].

## 4 Bounded and adjointable operators in a $p$-adic Hilbert space

In this section, we derive some useful characterizations of bounded operators in a $p$-adic Hilbert space $\mathcal{H}$. We will focus on the case where $\operatorname{dim}(\mathcal{H})=\infty$, because in the finite-dimensional setting most of the subsequent results become trivial. Accordingly, we will identify the index set $I$ of the previous sections with $\mathbb{N}$. For the sake of conciseness, we put $c_{0} \equiv c_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ and $\ell^{\infty} \equiv \ell^{\infty}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$.

Let $\left(A_{m n}\right), m, n \in \mathbb{N}$, be an infinite matrix with entries in $\mathbb{Q}_{p}(\sqrt{\mu})$. We denote the set of all such matrices by $\mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$. The matrix $\left(A_{m n}\right)$ determines a linear operator op $\left(A_{m n}\right)$ in $c_{0}$ by putting

$$
\begin{align*}
& \operatorname{dom}\left(\operatorname{op}\left(A_{m n}\right)\right):=\left\{x=\left\{x_{n}\right\}_{n \in \mathbb{N}} \in c_{0}: \text { the series } \sum_{n} A_{m n} x_{n} \text { converges, } \forall m \in \mathbb{N},\right. \text { and } \\
&\left.\sum_{m} \sum_{n} A_{m n} x_{n} \text { converges too, i.e., }\left\{\sum_{n} A_{m n} x_{n}\right\}_{m \in \mathbb{N}} \in c_{0}\right\},  \tag{81}\\
& \operatorname{op}\left(A_{m n}\right) x:=\left\{\sum_{n} A_{m n} x_{n}\right\}_{m \in \mathbb{N}}, \quad x=\left\{x_{n}\right\}_{n \in \mathbb{N}} \in \operatorname{dom}\left(\operatorname{op}\left(A_{m n}\right)\right) . \tag{82}
\end{align*}
$$

Clearly, the matrix operator $\operatorname{op}\left(A_{m n}\right)$ will be - in general - unbounded, and here we are assuming that it is defined on its maximal domain $\operatorname{dom}\left(\operatorname{op}\left(A_{m n}\right)\right)$.

We further introduce the following set of linear operators in $c_{0}$ :

$$
\begin{equation*}
\left(c_{0}, c_{0}\right):=\left\{\operatorname{op}\left(A_{m n}\right):\left(A_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right), \operatorname{dom}\left(\operatorname{op}\left(A_{m n}\right)\right)=c_{0}\right\} . \tag{83}
\end{equation*}
$$

By Theorem 65 in [53, op $\left(A_{m n}\right) \in\left(c_{0}, c_{0}\right)$ iff
(M1) $\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}$;
(M2) $\sup _{m}\left(\sup _{n}\left|A_{m n}\right|\right)<\infty$.
Remark 4.1. It is worth stressing the following points:

- Since ( $\overline{\lim } \equiv$ lim sup $)$

$$
\begin{equation*}
\overline{\varlimsup_{m}}\left(\sup _{n}\left|A_{m n}\right|\right) \leq \sup _{m}\left(\sup _{n}\left|A_{m n}\right|\right)<\infty, \tag{84}
\end{equation*}
$$

then the further condition that - see Theorem 65 of [53] -

$$
\begin{equation*}
\lim _{l} \frac{1}{l} \varlimsup_{m}\left(\sup _{n}\left|A_{m n}\right|\right)=0 \tag{85}
\end{equation*}
$$

is redundant in the case we are considering.

- By the Principle of the Iterated Suprema, if for $r_{m n} \geq 0, m, n \in \mathbb{N}$, either $\sup _{m, n} r_{m n}<\infty$, or $\sup _{m} \sup _{n} r_{m n}<\infty$, or $\sup _{n} \sup _{m} r_{m n}<\infty$, then

$$
\begin{equation*}
\sup _{m, n} r_{m n}=\sup _{m} \sup _{n} r_{m n}=\sup _{n} \sup _{m} r_{m n}<\infty . \tag{86}
\end{equation*}
$$

Thus, condition (M2) above can be replaced with
(M2) ${ }^{\prime} \sup _{m, n}\left|A_{m n}\right|<\infty$.

We next switch from the sequence space $c_{0}$ to an infinite-dimensional $p$-adic Hilbert space $\mathcal{H}$ over $\mathbb{Q}_{p}(\sqrt{\mu})$. We say that a linear operator $A$ in $\mathcal{H}$ is all-over if

$$
\begin{equation*}
\operatorname{dom}(A)=\mathcal{H} . \tag{87}
\end{equation*}
$$

Since, by Theorem 3.31, a densely defined bounded linear operator in a $p$-adic Hilbert space admits a unique bounded linear extension to the whole space, with the same norm - precisely as it happens in the standard complex setting; see, e.g., Theorem 4.5 of [58] - we will tacitly assume bounded operators to be all-over, i.e., to be defined on the whole $\mathcal{H}$, unless otherwise specified. As in Section 3, we denote the space of all such operators by $\mathcal{B}(\mathcal{H})$.

Keeping in mind the isomorphism of $p$-adic Hilbert spaces $W_{\Phi}: \mathcal{H} \rightarrow \mathbb{H}$ - see (48) - where $\mathbb{H} \equiv \mathbb{H}(\mathbb{N})$ is the Banach space $c_{0}$, endowed with its canonical inner product (44), we can now consider matrix operators in $\mathcal{H}$. An infinite matrix $\left(A_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$ - together with an orthonormal basis $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$ - determines a linear operator $\mathrm{op}_{\Phi}\left(A_{m n}\right)$ in $\mathcal{H}$ as follows:

$$
\begin{align*}
& \operatorname{dom}\left(\operatorname{op}_{\Phi}\left(A_{m n}\right)\right):=\left\{\psi=\sum_{n} x_{n} \phi_{n}=\sum_{n}\left\langle\phi_{n}, \psi\right\rangle \phi_{n}: \sum_{n} A_{m n} x_{n} \text { converges, } \forall m \in \mathbb{N},\right. \text { and } \\
&\left.\sum_{m}\left(\sum_{n} A_{m n} x_{n}\right) \phi_{m} \text { converges too, i.e., }\left\{\sum_{n} A_{m n} x_{n}\right\}_{m \in \mathbb{N}} \in c_{0}\right\},  \tag{88}\\
& \operatorname{op}_{\Phi}\left(A_{m n}\right) \psi:=\sum_{m}\left(\sum_{n} A_{m n}\left\langle\phi_{n}, \psi\right\rangle\right) \phi_{m}, \quad \psi \in \operatorname{dom}\left(\operatorname{op}_{\Phi}\left(A_{m n}\right)\right) . \tag{89}
\end{align*}
$$

Taking into account definitions (81), (821), (88) and (89), we see that

$$
\begin{equation*}
\operatorname{dom}\left(\operatorname{op}\left(A_{m n}\right)\right)=W_{\Phi} \operatorname{dom}\left(\operatorname{op}_{\Phi}\left(A_{m n}\right)\right) \quad \text { and } \quad \operatorname{op}\left(A_{m n}\right) \circ W_{\Phi}=W_{\Phi} \circ \mathrm{op}_{\Phi}\left(A_{m n}\right) \tag{90}
\end{equation*}
$$

For every orthonormal basis $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$, we put

$$
\begin{equation*}
(\mathcal{H}, \mathcal{H})_{\Phi}:=\left\{\mathrm{op}_{\Phi}\left(A_{m n}\right):\left(A_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right), \operatorname{dom}\left(\mathrm{op}_{\Phi}\left(A_{m n}\right)\right)=\mathcal{H}\right\} ; \tag{91}
\end{equation*}
$$

i.e., $(\mathcal{H}, \mathcal{H})_{\Phi}$ is the set of the all-over matrix operators in $\mathcal{H}$ associated with $\Phi$. It is clear that $(\mathcal{H}, \mathcal{H})_{\Phi}$ is, in a natural way, a linear space over $\mathbb{Q}_{p}(\sqrt{\mu})$. Actually, we will show that its definition does not depend on the choice of $\Phi$.

To this end, first note that every bounded operator $A \in \mathcal{B}(\mathcal{H})$ belongs to $(\mathcal{H}, \mathcal{H})_{\Phi}$ (whatever the orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ is) because, putting

$$
\begin{equation*}
A_{m n} \equiv\left\langle\phi_{m}, A \phi_{n}\right\rangle, \quad\left(\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}, \sup _{m, n}\left|A_{m n}\right| \leq\|A\|\right) \tag{92}
\end{equation*}
$$

we have that

$$
\begin{equation*}
A=\operatorname{op}_{\Phi}\left(A_{m n}\right)=\sum_{m} \sum_{n} A_{m n}\left\langle\phi_{n}, \cdot\right\rangle \phi_{m}=\sum_{n} \sum_{m} A_{m n}\left\langle\phi_{n}, \cdot\right\rangle \phi_{m}, \tag{93}
\end{equation*}
$$

where $\left(\left\langle\phi_{n}, \cdot\right\rangle \phi_{m}\right) \psi:=\left\langle\phi_{n}, \psi\right\rangle \phi_{m}$ (i.e., $\left\langle\phi_{n}, \cdot\right\rangle \phi_{m} \equiv\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right|$, in Dirac's notation) and both the iterated series converge - as can be easily checked - w.r.t. the strong operator topology in $\mathcal{B}(\mathcal{H})$ (i.e., the initial topology induced by the family of maps $\left\{\mathscr{E}_{\psi}: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{H}\right\}_{\psi \in \mathcal{H}}$, where $\left.\mathscr{E}_{\psi}(A):=A \psi\right)$. Thus, $\mathcal{B}(\mathcal{H}) \subset(\mathcal{H}, \mathcal{H})_{\Phi} ;$ precisely:

Theorem 4.2. For every orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, we have that

$$
\begin{equation*}
\mathcal{B}(\mathcal{H})=(\mathcal{H}, \mathcal{H})_{\Phi}=\left\{\operatorname{pop}_{\Phi}\left(A_{m n}\right): \lim _{m} A_{m n}=0, \forall n \in \mathbb{N}, \text { and } \sup _{m, n}\left|A_{m n}\right|<\infty\right\} . \tag{94}
\end{equation*}
$$

Moreover, for every $A=\mathrm{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}(\mathcal{H})$,

$$
\begin{equation*}
\|A\|=\sup _{m, n}\left|A_{m n}\right|=\sup _{n}\left\|A \phi_{n}\right\| . \tag{95}
\end{equation*}
$$

Proof. By relations (90), we have that

$$
\begin{equation*}
(\mathcal{H}, \mathcal{H})_{\Phi}=\left\{\operatorname{op}_{\Phi}\left(A_{m n}\right): \operatorname{op}\left(A_{m n}\right) \in\left(c_{0}, c_{0}\right)\right\} \tag{96}
\end{equation*}
$$

where the set $\left(c_{0}, c_{0}\right)$ is completely characterized by conditions (M1) and (M2). Hence, the second equality in (94) holds true.

We have already observed that $\mathcal{B}(\mathcal{H}) \subset(\mathcal{H}, \mathcal{H})_{\Phi}$. It remains to prove the reverse inclusion $(\mathcal{H}, \mathcal{H})_{\Phi} \subset \mathcal{B}(\mathcal{H})$ - so that, actually, $(\mathcal{H}, \mathcal{H})_{\Phi}=\mathcal{B}(\mathcal{H})$ - and, moreover, to show that

$$
\begin{equation*}
\|A\|=\sup _{m, n}\left|A_{m n}\right|=\sup _{n}\left\|A \phi_{n}\right\|, \quad \forall A=\operatorname{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}(\mathcal{H}) \tag{97}
\end{equation*}
$$

Let $A \in(\mathcal{H}, \mathcal{H})_{\Phi}$, with $A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$. For every $\psi \in \mathcal{H}$, we have that

$$
\begin{equation*}
A \psi=\sum_{m}\left(\sum_{n} A_{m n}\left\langle\phi_{n}, \psi\right\rangle\right) \phi_{m} \tag{98}
\end{equation*}
$$

hence:

$$
\begin{equation*}
\|A \psi\|=\sup _{m}\left|\sum_{n} A_{m n}\left\langle\phi_{n}, \psi\right\rangle\right| \leq \sup _{m} \sup _{n}\left|A_{m n}\right|\left|\left\langle\phi_{n}, \psi\right\rangle\right| \leq\|\psi\| \sup _{m} \sup _{n}\left|A_{m n}\right| \tag{99}
\end{equation*}
$$

Therefore, $A$ is bounded and

$$
\begin{equation*}
\|A\| \leq \sup _{m} \sup _{n}\left|A_{m n}\right|=\sup _{m, n}\left|A_{m n}\right| . \tag{100}
\end{equation*}
$$

It is then shown that $(\mathcal{H}, \mathcal{H})_{\Phi} \subset \mathcal{B}(\mathcal{H})$ too, and therefore, actually, the two sets coincide.
Now, let $A=\operatorname{op}_{\Phi}\left(A_{m n}\right) \in(\mathcal{H}, \mathcal{H})_{\Phi}=\mathcal{B}(\mathcal{H})$. Note that

$$
\begin{equation*}
\left\|A \phi_{n}\right\|=\left\|\sum_{m}\left\langle\phi_{m}, A \phi_{n}\right\rangle \phi_{m}\right\|=\sup _{m}\left|\left\langle\phi_{m}, A \phi_{n}\right\rangle\right|=\sup _{m}\left|A_{m n}\right|, \quad \forall n \in \mathbb{N} . \tag{101}
\end{equation*}
$$

From (100) and (101) it follows that

$$
\begin{equation*}
\sup _{m, n}\left|A_{m n}\right|=\sup _{n} \sup _{m}\left|A_{m n}\right|=\sup _{n}\left\|A \phi_{n}\right\| \leq\|A\| \leq \sup _{m, n}\left|A_{m n}\right| \tag{102}
\end{equation*}
$$

Hence, actually, $\|A\|=\sup _{m, n}\left|A_{m n}\right|=\sup _{n}\left\|A \phi_{n}\right\|$, for every $A=\operatorname{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}(\mathcal{H})$.
Summarizing, it is proven that $\mathcal{B}(\mathcal{H})$ coincides with the linear space $(\mathcal{H}, \mathcal{H})_{\Phi}$ of the all-over matrix operators in $\mathcal{H}$ w.r.t. an orthonormal basis $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ (independently of the choice of $\Phi)$; moreover, one can give a complete characterization of the infinite matrices in $\mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$ that correspond to bounded operators (w.r.t. any orthonormal basis in $\mathcal{H}$ ). Furthermore, the norm of a bounded operator is given by the supremum, in valuation, of its matrix elements (again, w.r.t. any orthonormal basis).

At this point, we move on to discuss the notion of 'proper adjoint' of a bounded operator in a $p$-adic Hilbert space $\mathcal{H}$. In fact, as argued in Section 3, since, in the infinite-dimensional setting, $\mathcal{H}$ cannot be identified with its dual $\mathcal{H}^{\prime}$, with every bounded operator $A \in \mathcal{B}(\mathcal{H})$ is associated a generalized adjoint $A^{\prime} \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$. Nevertheless, one can single out a suitable class of bounded operators admitting a genuine 'Hilbert space adjoint' (the proper adjoint).

Given any $A \in \mathcal{B}(\mathcal{H})$, we first associate with $A$ a linear operator $A^{\dagger}$ in $\mathcal{H}$ - the so called pseudo-adjoint of $A$ - as follows. We start with defining its domain as

$$
\begin{equation*}
\operatorname{dom}\left(A^{\dagger}\right):=\{\phi \in \mathcal{H}:\langle\phi, A \psi\rangle=\langle\eta, \psi\rangle, \text { for some } \eta \in \mathcal{H}, \text { and for all } \psi \in \mathcal{H}\} \tag{103}
\end{equation*}
$$

It is clear that $\operatorname{dom}\left(A^{\dagger}\right)$ is a linear subspace of $\mathcal{H}$.

Remark 4.3. The linear subspace $\operatorname{dom}\left(A^{\dagger}\right)$ can be regarded as the set of all vectors $\phi \in \mathcal{H}$ such that the bounded functional $\langle\phi, A(\cdot)\rangle \in \mathcal{H}^{\prime}$ can be identified, via the conjugate-linear isometry $\mathcal{J}_{\mathcal{H}}$, with an element $\eta$ of $\mathcal{H}$; i.e.,

$$
\begin{equation*}
\phi \in \operatorname{dom}\left(A^{\dagger}\right) \Longleftrightarrow\langle\phi, A(\cdot)\rangle=\langle\eta, \cdot\rangle=\mathcal{J}_{\mathcal{H}} \eta, \tag{104}
\end{equation*}
$$

for some $\eta \in \mathcal{H}$.
Proposition 4.4. The condition

$$
\begin{equation*}
\left(\mathcal{J}_{\mathcal{H}} \phi\right)(A \psi)=\langle\phi, A \psi\rangle=\left\langle A^{\dagger} \phi, \psi\right\rangle=\left(\mathcal{J}_{\mathcal{H}}\left(A^{\dagger} \phi\right)\right)(\psi), \quad \forall \phi \in \operatorname{dom}\left(A^{\dagger}\right), \forall \psi \in \mathcal{H}, \tag{105}
\end{equation*}
$$

uniquely determines a bounded linear operator $A^{\dagger}: \operatorname{dom}\left(A^{\dagger}\right) \rightarrow \mathcal{H}$, whose domain $\operatorname{dom}\left(A^{\dagger}\right)$ is given by (103), and such that $\left\|A^{\dagger}\right\| \leq\|A\|$. Moreover, we have the following dichotomy: either $\operatorname{dom}\left(A^{\dagger}\right)=\mathcal{H}$, or $\operatorname{dom}\left(A^{\dagger}\right)$ is a closed subspace of $\mathcal{H}$, with $\operatorname{dom}\left(A^{\dagger}\right) \subsetneq \mathcal{H}$.

Proof. For every $\phi \in \operatorname{dom}\left(A^{\dagger}\right)$, the relation $\left(\mathcal{J}_{\mathcal{H}} \phi\right) \circ A=\mathcal{J}_{\mathcal{H}} \eta=\mathcal{J}_{\mathcal{H}}\left(A^{\dagger} \phi\right)$, determines a linear operator $A^{\dagger}: \operatorname{dom}\left(A^{\dagger}\right) \rightarrow \mathcal{H}$, where the vector $\eta=: A^{\dagger} \phi \in \mathcal{H}$ is unique because $\mathcal{J}_{\mathcal{H}}$ is a (conjugate-linear) isometry. Equivalently, one can use the fact that the sesquilinear form $\langle\cdot, \cdot\rangle$ is non-degenerate; see Proposition 3.24. (The linearity of $A^{\dagger}$ is evident.) Moreover, since

$$
\begin{equation*}
\left\|\mathcal{J}_{\mathcal{H}}\left(A^{\dagger} \phi\right)\right\|=\left\|A^{\dagger} \phi\right\|=\left\|\left(\mathcal{J}_{\mathcal{H}} \phi\right) \circ A\right\| \leq\left\|\mathcal{J}_{\mathcal{H}} \phi\right\|\|A\|=\|\phi\|\|A\|, \quad \phi \in \operatorname{dom}\left(A^{\dagger}\right), \tag{106}
\end{equation*}
$$

$A^{\dagger}$ is bounded, with $\left\|A^{\dagger}\right\| \leq\|A\|$.
Let us now show that $\operatorname{dom}\left(A^{\dagger}\right)$ is a closed subspace of $\mathcal{H}$. In fact, by Theorem 3.31, there is a bounded operator $B$ in $\mathcal{H}$ that agrees with $A^{\dagger}$ on $\operatorname{dom}\left(A^{\dagger}\right)$, and such that $\|B\|=\left\|A^{\dagger}\right\| \leq\|A\|$. Therefore, for every sequence $\left\{\chi_{n}\right\}_{n \in \mathbb{N}} \subset \operatorname{dom}\left(A^{\dagger}\right)$, with $\chi_{n} \rightarrow \chi \in \overline{\operatorname{dom}\left(A^{\dagger}\right)}\|\cdot\|$, we have that

$$
\begin{equation*}
\langle B \chi, \psi\rangle=\lim _{n}\left\langle B \chi_{n}, \psi\right\rangle=\lim _{n}\left\langle A^{\dagger} \chi_{n}, \psi\right\rangle=\lim _{n}\left\langle\chi_{n}, A \psi\right\rangle=\langle\chi, A \psi\rangle, \quad \forall \psi \in \mathcal{H}, \tag{107}
\end{equation*}
$$

where we have used the continuity of $B$ and of the inner product $\langle\cdot, \cdot\rangle$; hence: $\chi \in \operatorname{dom}\left(A^{\dagger}\right)=$ $\overline{\operatorname{dom}\left(A^{\dagger}\right)}\|\cdot\|$ and $B=A^{\dagger}$. In conclusion, either $\operatorname{dom}\left(A^{\dagger}\right)=\mathcal{H}$, or $\operatorname{dom}\left(A^{\dagger}\right)$ is a closed subspace of $\mathcal{H}$, strictly contained in $\mathcal{H}$.
Remark 4.5. By the definition of $A^{\dagger}$ and by the dichotomy in Proposition 4.4 it is clear that, if $\operatorname{dom}\left(A^{\dagger}\right) \subsetneq \mathcal{H}$, then, given any bounded extension $B \in \mathcal{B}(\mathcal{H})$ of $A^{\dagger}$, we have:

$$
\left\{\begin{array}{l}
\langle B \phi, \psi\rangle=\langle\phi, A \psi\rangle, \quad \forall \phi \in \operatorname{dom}\left(A^{\dagger}\right)=\overline{\operatorname{dom}\left(A^{\dagger}\right)}\|\cdot\|  \tag{108}\\
\langle B \phi, \psi\rangle \neq\langle\phi, A \psi\rangle, \quad \forall \phi \notin \operatorname{dom}\left(A^{\dagger}\right), \forall \psi \notin \mathscr{S}_{\phi},
\end{array}\right.
$$

where the set $\mathscr{S}_{\phi}:=\{\psi \in \mathcal{H}:\langle B \phi, \psi\rangle=\langle\phi, A \psi\rangle\}$ is a non-dense, closed linear subspace of $\mathcal{H}$ depending on $\phi \notin \operatorname{dom}\left(A^{\dagger}\right)$.

Definition 4.6. We say that $A \in \mathcal{B}(\mathcal{H})$ is adjointable if the pseudo-adjoint $A^{\dagger}$ of $A$ is all-over, i.e., if $\operatorname{dom}\left(A^{\dagger}\right)=\mathcal{H}$. In such a case, we put $A^{*} \equiv A^{\dagger}$ and we call the all-over linear operator $A^{*}$ the (proper) adjoint of $A \in \mathcal{B}(\mathcal{H})$.

It is clear that the collection of all adjointable operators in $\mathcal{H}$ - denoted hereafter by $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ - is, in a natural way, a linear space over $\mathbb{Q}_{p}(\sqrt{\mu})$ (a linear subspace of $\mathcal{B}(\mathcal{H})$ ). We are now going to characterize it.

Theorem 4.7. If $A \in \mathcal{B}(\mathcal{H})$ is adjointable, then its (proper) adjoint $A^{*}$ is a bounded operator. Given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, if $A=\mathrm{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, then

$$
\begin{equation*}
A^{*}=\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right) \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H}), \tag{109}
\end{equation*}
$$

with $A_{m n}^{*}=\overline{A_{n m}}$. Therefore, if $A=\mathrm{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}_{\text {ad }}(\mathcal{H})$, then
(A1) $\sup _{m, n}\left|A_{m n}\right|<\infty$,
(A2) $\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}$,
(A3) $\lim _{n} A_{m n}=0, \forall m \in \mathbb{N}$,
and, moreover,

$$
\begin{equation*}
\left\|A^{*}\right\|=\sup _{m, n}\left|A_{m n}\right|=\|A\| . \tag{110}
\end{equation*}
$$

Conversely, if, for some orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}, A=\operatorname{op}_{\Phi}\left(A_{m n}\right)-$ i.e., if $A$ is a matrix operator associated with $\Phi$ - where the entries of the matrix $\left(A_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$ are supposed to satisfy conditions (A1) (A3) above, then $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$.

Notation 4.8. Taking into account the mapping (71), for every $\xi \in \ell^{\infty}$, we write symbolically

$$
\begin{equation*}
\xi_{\Phi}=\left\langle\sum_{n} \xi_{n} \phi_{n}, \cdot\right\rangle \equiv \mathcal{L}_{\Phi}(\bar{\xi})=\sum_{n} \overline{\xi_{n}}\left\langle\phi_{n}, \cdot\right\rangle \in \mathcal{H}^{\prime} . \tag{111}
\end{equation*}
$$

Here, the (pointwise converging) series $\sum_{i \in I} \bar{\xi}_{i}\left\langle\phi_{i}, \cdot\right\rangle$ converges w.r.t. the norm topology too iff $\xi \in c_{0}$ (Remark (3.39). With this notation, if, in particular, $\xi \in c_{0} \subset \ell^{\infty}$, the functional $\left\langle\sum_{n} \xi_{n} \phi_{n}, \cdot\right\rangle$ can be directly identified with the element $\sum_{n} \xi_{n} \phi_{n}$ of $\mathcal{H}$ (with norm $\left\|\sum_{n} \xi_{n} \phi_{n}\right\|=$ $\left.\|\xi\|_{\infty}=\sup _{n}\left|\xi_{n}\right|=\max _{n}\left|\xi_{n}\right|\right):$

$$
\begin{equation*}
\xi_{\Phi}(\psi)=\left\langle\sum_{n} \xi_{n} \phi_{n}, \psi\right\rangle=\sum_{n} \overline{\xi_{n}}\left\langle\phi_{n}, \psi\right\rangle . \tag{112}
\end{equation*}
$$

Proof of Theorem 4.7. Given an orthonormal basis $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$ and a bounded operator $A \in \mathcal{B}(\mathcal{H}), A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$, by the second series expansion in (93) - converging w.r.t. the strong operator topology - we have that

$$
\begin{equation*}
\langle\psi, A \chi\rangle=\sum_{n} \sum_{m} A_{m n}\left\langle\psi, \phi_{m}\right\rangle\left\langle\phi_{n}, \chi\right\rangle=\sum_{n}\left(\sum_{m} \overline{\overline{A_{m n}}}\left\langle\phi_{m}, \psi\right\rangle\right)\left\langle\phi_{n}, \chi\right\rangle, \quad \forall \psi, \chi \in \mathcal{H}, \tag{113}
\end{equation*}
$$

where, by the arbitrariness of $\chi \in \mathcal{H}$ (and since $\ell^{\infty}$ is the generalized Köthe-Toeplitz dual of $c_{0}$, see Sect. 1.6 of [53]),

$$
\begin{equation*}
\left\{\xi_{n}^{\psi} \equiv \sum_{m} \overline{A_{m n}}\left\langle\phi_{m}, \psi\right\rangle\right\}_{n \in \mathbb{N}} \in \ell^{\infty} . \tag{114}
\end{equation*}
$$

Using Notation 4.8, we can write

$$
\begin{equation*}
\langle\psi, A \chi\rangle=\sum_{n} \overline{\xi_{n}^{\psi}}\left\langle\phi_{m}, \chi\right\rangle \equiv\left\langle\sum_{n} \xi_{n}^{\psi} \phi_{m}, \chi\right\rangle . \tag{115}
\end{equation*}
$$

Here, in general, we have a pairing between an element of $\mathcal{H}^{\prime}-$ i.e., $\langle\psi, A(\cdot)\rangle=\left\langle\sum_{n} \xi_{n}^{\psi} \phi_{m}, \cdot\right\rangle$ - and the vector $\chi \in \mathcal{H}$.

Assume now that $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$. Then, for some $\eta=A^{*} \psi \in \mathcal{H}$,

$$
\begin{equation*}
\left\langle\sum_{n} \xi_{n}^{\psi} \phi_{m}, \chi\right\rangle=\langle\psi, A \chi\rangle=\left\langle A^{*} \psi, \chi\right\rangle, \quad \forall \chi \in \mathcal{H} . \tag{116}
\end{equation*}
$$

By the second assertion of Proposition 3.38, $\mathcal{L}_{\Phi}$ is injective and $\mathcal{L}_{\Phi}\left(c_{0}\right)=\mathcal{J}_{\mathcal{H}}(\mathcal{H})$, so that

$$
\begin{equation*}
\left\{\xi_{n}^{\psi}\right\}_{n \in \mathbb{N}} \in c_{0} \quad \text { and } \quad \sum_{n} \xi_{n}^{\psi} \phi_{n}=A^{*} \psi \in \mathcal{H} \tag{117}
\end{equation*}
$$

We stress that here $\sum_{n} \xi_{n}^{\psi} \phi_{n}$ should be regarded as a bona fide expansion in $\mathcal{H}$. Recalling (114), we see that

$$
\begin{equation*}
A^{*} \psi=\sum_{n} \xi_{n}^{\psi} \phi_{n}=\sum_{n} \sum_{m} \overline{A_{m n}}\left\langle\phi_{m}, \psi\right\rangle \phi_{n} \Longrightarrow A^{*}=\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right) \tag{118}
\end{equation*}
$$

where $A_{m n}^{*}=\overline{A_{n m}}$.
Therefore, the adjoint $A^{*}$ of $A$ - that, by definition, is defined on the whole Hilbert space $\mathcal{H}$ and, by Proposition 4.4, is bounded - is the (all-over) matrix operator $\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right)$ and, by Theorem 4.2, we conclude that
(i) $\sup _{m, n}\left|A_{m n}^{*}\right|<\infty\left(\Longleftrightarrow \sup _{m, n}\left|A_{m n}\right|<\infty\right)$,
(ii) $\lim _{m} A_{m n}^{*}=0, \forall n \in \mathbb{N}\left(\Longleftrightarrow \lim _{n} A_{m n}=0, \forall m \in \mathbb{N}\right)$,
and, moreover, since $A \in \mathcal{B}(\mathcal{H})$, also
(iii) $\lim _{n} A_{m n}^{*}=0, \forall m \in \mathbb{N}\left(\Longleftrightarrow \lim _{m} A_{m n}=0, \forall n \in \mathbb{N}\right)$.

It is clear that $\left\|A^{*}\right\|=\sup _{m, n}\left|A_{m n}^{*}\right|=\sup _{m, n}\left|A_{m n}\right|=\|A\|$.
Now, let $A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$ - with $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ any orthonormal basis in $\mathcal{H}$ - be a matrix operator. By relation (94) in Theorem 4.2, if $\sup _{m, n}\left|A_{m n}\right|<\infty$ and $\lim _{m} A_{m n}=0$, for every $n \in \mathbb{N}$, then $A$ is a bounded operator so that, for all $\psi, \chi \in \mathcal{H}$, relation (113) holds true. Next, if, moreover, $\lim _{n} A_{m n}=0$, for every $m \in \mathbb{N}$, then - putting $A_{m n}^{*} \equiv \overline{A_{n m}}$ - we also have that $\mathrm{op}\left(A_{m n}^{*}\right) \in\left(c_{0}, c_{0}\right)$. Hence,

$$
\begin{equation*}
\left\{\sum_{n} A_{m n}^{*} x_{n}\right\}_{m \in \mathbb{N}}=\left\{\sum_{n} \overline{A_{n m}} x_{n}\right\}_{m \in \mathbb{N}} \in c_{0}, \quad \forall x=\left\{x_{n}\right\}_{n \in \mathbb{N}} \in c_{0} \tag{119}
\end{equation*}
$$

and, for every $\psi \in \mathcal{H}$, the series

$$
\begin{equation*}
\sum_{m}\left(\sum_{n} A_{m n}^{*}\left\langle\phi_{n}, \psi\right\rangle\right) \phi_{m} \tag{120}
\end{equation*}
$$

must converge to some vector $\eta=\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right) \psi \in \mathcal{H}$, where $\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right) \in(\mathcal{H}, \mathcal{H})_{\Phi}=\mathcal{B}(\mathcal{H})$. In conclusion, for every $\psi \in \mathcal{H}$, there is some $\eta=\operatorname{op}_{\Phi}\left(A_{m n}^{*}\right) \psi \in \mathcal{H}$ such that, given any $\chi \in \mathcal{H}$, by (113) (with the indices $m, n$ merely re-named) we have:

$$
\begin{equation*}
\langle\psi, A \chi\rangle=\sum_{m}\left(\sum_{n} \overline{\overline{A_{n m}}\left\langle\phi_{n}, \psi\right\rangle}\right)\left\langle\phi_{m}, \chi\right\rangle=\sum_{m}\left(\sum_{n} \overline{A_{m n}^{*}\left\langle\phi_{n}, \psi\right\rangle}\right)\left\langle\phi_{m}, \chi\right\rangle=\langle\eta, \chi\rangle \tag{121}
\end{equation*}
$$

Otherwise stated, $A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$ - with the matrix $\left(A_{m n}\right)$ that satisfies conditions (A1) (A3) in the statement of the theorem - is adjointable, and $A^{*}=\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right), A_{m n}^{*} \equiv \overline{A_{n m}}$, because the relation $\langle\psi, A \chi\rangle=\left\langle A^{*} \psi, \chi\right\rangle$, for all $\psi, \chi \in \mathcal{H}$ determines $A^{*}$ uniquely.

We will now derive some direct consequences of Theorem4.7.
Corollary 4.9. If $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, then $A^{*} \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ too and

$$
\begin{equation*}
\left(A^{*}\right)^{*}=A \tag{122}
\end{equation*}
$$

Moreover, for all $A, B \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and all $\alpha \in \mathbb{Q}_{p}(\sqrt{\mu})$, we have that $\left(\alpha A, A+B \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})\right.$ and) $A B, \operatorname{Id} \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, together with

$$
\begin{equation*}
(\alpha A)^{*}=\bar{\alpha} A, \quad(A+B)^{*}=A^{*}+B^{*}, \quad(A B)^{*}=B^{*} A^{*} \tag{123}
\end{equation*}
$$

Proof. If $A=\operatorname{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}(\mathcal{H})$ is adjointable, then the matrix elements of $\left(A_{m n}\right)$ satisfy conditions (A1) (A3) in Theorem 4.7, and clearly, the matrix elements of $A^{*}$ w.r.t. the orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ - recall that $A^{*}=\mathrm{op}_{\Phi}\left(A_{m n}^{*}\right)$, with $A_{m n}^{*}=\overline{A_{n m}}$ - satisfy these conditions too. Hence, $A^{*}$ is adjointable too and $\left(A^{*}\right)^{*}=\operatorname{op}_{\Phi}\left(A_{m n}\right)=A$. We have already observed that $\mathcal{B}_{\text {ad }}(\mathcal{H})$ is a linear subspace of $\mathcal{B}(\mathcal{H})$. The remaining facts are clear from the definition of the adjoint of a bounded operator in a $p$-adic Hilbert space.

Corollary 4.10. If $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, then its generalized adjoint $A^{\prime} \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ is a dual Hahn-Banach extension of its adjoint $A^{*} \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$. Moreover, if $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and, for some all-over linear operator $B$ in $\mathcal{H}$, the intertwining relation $A^{\prime} \circ \mathcal{J}_{\mathcal{H}}=\mathcal{J}_{\mathcal{H}} \circ B$ holds, then $B \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, $A^{\prime}$ is a dual Hahn-Banach extension of $B$ and $B=A^{*}$.

Proof. We have already observed that the generalized adjoint $A^{\prime}$ of a bounded operator $A$ satisfies the intertwining relation (80); i.e., for every $\phi \in \mathcal{H},\left(A^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)(\phi)=\mathcal{J}_{\mathcal{H}}(\phi) \circ A$. If $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, by Proposition4.4, the proper adjoint $A^{*}$ is (uniquely) determined by the condition that $\mathcal{J}_{\mathcal{H}}(\phi) \circ A=\left(\mathcal{J}_{\mathcal{H}} \circ A^{*}\right)(\phi)$, for all $\phi \in \mathcal{H}$. Therefore, we have that

$$
\begin{equation*}
\left(A^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)(\phi)=\mathcal{J}_{\mathcal{H}}(\phi) \circ A=\left(\mathcal{J}_{\mathcal{H}} \circ A^{*}\right)(\phi), \quad \forall \phi \in \mathcal{H} \tag{124}
\end{equation*}
$$

i.e., the conjugate-linear isometry $\mathcal{J}_{\mathcal{H}}$ intertwines $A^{*}$ with $A^{\prime}$. Thus, $A^{\prime}$ is a dual Hahn-Banach extension of $A^{*}$, because, by relation (110) in Theorem 4.7 and by Proposition 3.42, we also have that $\left\|A^{*}\right\|=\|A\|=\left\|A^{\prime}\right\|$.

Moreover, if $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$ and, for some all-over operator $B$ in $\mathcal{H}, A^{\prime} \circ \mathcal{J}_{\mathcal{H}}=\mathcal{J}_{\mathcal{H}} \circ B$, then

$$
\begin{equation*}
\left(\mathcal{J}_{\mathcal{H}} \circ A^{*}\right)(\phi)=\mathcal{J}_{\mathcal{H}}(\phi) \circ A=\left(A^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)(\phi)=\left(\mathcal{J}_{\mathcal{H}} \circ B\right)(\phi), \quad \forall \phi \in \mathcal{H} \tag{125}
\end{equation*}
$$

so that $B=A^{*} \in \mathcal{B}_{\text {ad }}(\mathcal{H})$ (Corollary 4.9), because the relation $\mathcal{J}_{\mathcal{H}}(\phi) \circ A=\left(\mathcal{J}_{\mathcal{H}} \circ A^{*}\right)(\phi)$, satisfied for all $\phi \in \mathcal{H}$, uniquely determines the operator $A^{*}$ (Proposition 4.4).

Notation 4.11. Given an infinite matrix $\left(A_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$, by writing $\lim _{m+n} A_{m n}=\alpha$, for some $\alpha \in \mathbb{Q}_{p}(\sqrt{\mu})$, we mean that

$$
\begin{equation*}
\forall \epsilon>0, \operatorname{card}\left(\left\{(m, n) \in \mathbb{N} \times \mathbb{N}:\left|A_{m n}-\alpha\right| \geq \epsilon\right\}\right)<\infty \tag{126}
\end{equation*}
$$

Equivalently, we mean that

$$
\begin{equation*}
\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N} \text {, such that, if } \max \{m, n\}>\mathrm{N}, \text { then }\left|A_{m n}-\alpha\right|<\epsilon \tag{127}
\end{equation*}
$$

or, also, that

$$
\begin{equation*}
\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N} \text {, such that, if } m+n>\mathrm{N} \text {, then }\left|A_{m n}-\alpha\right|<\epsilon \tag{128}
\end{equation*}
$$

Corollary 4.12. Let $\Phi=\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ be any orthonormal basis in $\mathcal{H}$, and let $A=\mathrm{op}_{\Phi}\left(A_{m n}\right)$ be a matrix operator. If the elements of the matrix $\left(A_{m n}\right)$ satisfy the condition that

$$
\begin{equation*}
\lim _{m+n} A_{m n}=0 \tag{129}
\end{equation*}
$$

then $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$.
Proof. Condition (129) implies:
(i) $\sup _{m, n}\left|A_{m n}\right|<\infty$, because for every $\epsilon>0$ we have that the set $\left\{m, n \in \mathbb{N} \times \mathbb{N}:\left|A_{m n}\right| \geq \epsilon\right\}$ is finite.
(ii) $\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}$, and $\lim _{n} A_{m n}=0, \forall m \in \mathbb{N}$.

By the final assertion on Theorem 4.7, it follows that $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$.
Definition 4.13. We say that a bounded operator $A \in \mathcal{B}(\mathcal{H})$ is self-adjoint if

$$
\begin{equation*}
A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \quad \text { and } \quad A^{*}=A \tag{130}
\end{equation*}
$$

From Theorem 4.7 we also immediately derive the following:
Corollary 4.14. Let $\Phi=\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ be any orthonormal basis in $\mathcal{H}$. An adjointable bounded operator $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})-A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$ - is self-adjoint iff

$$
\begin{equation*}
A_{m n}=\overline{A_{n m}}, \quad \forall m, n \in \mathbb{N} \tag{131}
\end{equation*}
$$

Therefore, a matrix operator $\mathrm{op}_{\Phi}\left(A_{m n}\right)$ is self-adjoint iff
(S1) $A_{m n}=\overline{A_{n m}}, \forall m, n \in \mathbb{N}$,
(S2) $\sup _{m, n}\left|A_{m n}\right|<\infty$,
(S3) $\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}$.
It is clear that the set of all self-adjoint bounded operators in $\mathcal{H}$ - denoted hereafter by $\mathcal{B}_{\text {sa }}(\mathcal{H})$ - is a $\mathbb{Q}_{p}$-linear subspace of $\mathcal{B}_{\text {ad }}(\mathcal{H})$ (by field restriction).

We conclude this section by observing that $\mathcal{B}_{\text {ad }}(\mathcal{H})$ is a Banach $*$-algebra.
Proposition 4.15. The linear space $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ is a p-adic Banach space and a (unital) Banach subalgebra of $\mathcal{B}(\mathcal{H})$. Therefore, $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, endowed with the adjoining operation $A \mapsto A^{*}$, is a p-adic Banach *-algebra.

Proof. By Corollary 4.9, the linear subspace $\mathcal{B}_{\text {ad }}(\mathcal{H})$ of $\mathcal{B}(\mathcal{H})$ is a actually a subalgebra of $\mathcal{B}(\mathcal{H})$, containing the identity Id , and the mapping $\mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \ni A \mapsto A^{*} \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ is an involution. Therefore, the only thing to be shown is that $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ is closed in $\mathcal{B}(\mathcal{H})$. In fact, let $\left\{A_{n}\right\}_{n \in \mathbb{N}}$ be a sequence in $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, converging in $\mathcal{B}(\mathcal{H}): \lim _{n} A_{n}=A \in \mathcal{B}(\mathcal{H})$ (in the norm topology). Since the adjoining operation is an isometric involution, then $\lim _{n} A_{n}^{*}=B$, for some bounded operator $B \in \mathcal{B}(\mathcal{H})\left(\left\{A_{n}^{*}\right\}_{n \in \mathbb{N}}\right.$ being a Cauchy sequence in $\left.\mathcal{B}(\mathcal{H})\right)$. It follows that

$$
\begin{equation*}
\langle\phi, A \psi\rangle=\lim _{n}\left\langle\phi, A_{n} \psi\right\rangle=\lim _{n}\left\langle A_{n}^{*} \phi, \psi\right\rangle=\langle B \phi, \psi\rangle, \quad \forall \phi, \psi \in \mathcal{H} \tag{132}
\end{equation*}
$$

Thus, $A$ is adjointable (and $B=A^{*}$ ); i.e., $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ is a $p$-adic Banach space.

## 5 Unitary operators in a $p$-adic Hilbert space

The definition of a unitary operator in a $p$-adic Hilbert space is not as simple as in the complex case. Clearly, this is due to the fact that the relation between the norm and the inner product is not the 'standard one'. As in the complex setting, one can actually consider various (equivalent) definitions. Since, orthonormal bases and matrix operators turn out to play a central role in the $p$-adic setting, we will introduce unitary operators as matrix operators relating any pair of orthonormal bases; see Definition 5.13 below. Eventually, it will be shown that a unitary operator is nothing but an automorphism of a $p$-adic Hilbert space (Definition 3.28).

In order to prove the main result of this section, we first need to collect a few preliminary facts. We will work in a $p$-adic Hilbert space $\mathcal{H}$ over $\mathbb{Q}_{p}(\sqrt{\mu})$, with $\operatorname{dim}(\mathcal{H})=\mathrm{N}$, where $\mathrm{N} \in \mathbb{N}$ or $\mathrm{N}=\infty$; accordingly, we will put $\mathbb{N}_{\leq \mathrm{N}}:=\{n \in \mathbb{N}: n \leq \mathrm{N}\}$ (i.e., $\mathbb{N}_{\leq \mathrm{N}} \equiv \mathbb{N}$, for $\mathrm{N}=\infty$ ). As in Section 4, we will assume bounded operators to be all-over, and as in the previous sections, the term 'isometry' will stand for 'norm-isometry'. However, since the inner product will play a major role here, for the sake of clarity it is worth starting with the following:

Definition 5.1. A linear operator $A$ in $\mathcal{H}$ is called an isometry if

$$
\begin{equation*}
\operatorname{dom}(A)=\mathcal{H} \quad \text { and } \quad\|A \phi\|=\|\phi\|, \quad \forall \phi \in \mathcal{H} ; \tag{133}
\end{equation*}
$$

i.e., if it is all-over and norm-preserving (N-preserving).

Lemma 5.2. Let $A$ be a linear operator in $\mathcal{H}$. The following facts are equivalent:
(i) $A$ is a surjective isometry;
(ii) $A$ is bounded, admits a bounded inverse $A^{-1}$ (with $\left.\operatorname{dom}\left(A^{-1}\right)=\mathcal{H}\right)$ and

$$
\begin{equation*}
\|A\|=1=\left\|A^{-1}\right\| \tag{134}
\end{equation*}
$$

Proof. Suppose that (i) holds. Then, by (133), $A$ is bounded and $\|A\|=1$. Moreover, $A$ is bijective and the linear operator $A^{-1}$ is an isometry too, because, for every $\psi \in \mathcal{H}$, there is some $\phi \in \mathcal{H}$ such that $\psi=A \phi$ and $\|\psi\|=\|A \phi\|=\|\phi\|$. Therefore, $\left\|A^{-1} \psi\right\|=\left\|A^{-1} A \phi\right\|=\|\phi\|=\|\psi\| ;$ whence, $A^{-1}$ is bounded and $\left\|A^{-1}\right\|=1=\|A\|$.

Conversely, suppose that (ii) holds (in particular, $\operatorname{ker}(A)=\{0\}$ ). Assume that $A$ is not an isometry. Then, there exists some $\phi \in \mathcal{H}, \phi \neq 0$, such that

$$
\begin{equation*}
0 \neq\|\phi\| \neq\|A \phi\| \neq 0 \tag{135}
\end{equation*}
$$

Hence, we have:

$$
\begin{equation*}
0 \neq \frac{\|A \phi\|}{\|\phi\|} \neq 1 \tag{136}
\end{equation*}
$$

Now, if $\|A \phi\| /\|\phi\|>1$, then we would have $\|A\|>1$, which would contradict one of the hypotheses in (ii). Instead, if $0<\|A \phi\| /\|\phi\|<1$, then we would have $\left\|A^{-1}\right\|>1$, because, in such a case, we should conclude that

$$
\begin{equation*}
1<\frac{\|\phi\|}{\|A \phi\|}=\frac{\left\|A^{-1} \psi\right\|}{\left\|A A^{-1} \psi\right\|}=\frac{\left\|A^{-1} \psi\right\|}{\|\psi\|}, \quad \text { for some } \psi \in \mathcal{H} \backslash\{0\} \tag{137}
\end{equation*}
$$

This, as well, would contradict one of the hypotheses of (ii). Therefore, the bijection $A$ must be an isometry.

Remark 5.3. By the Bounded Inverse Theorem (see, e.g., Corollary 3.6 in 45], or Subsect. 2.8 of [46]), if $A$ is a bijective bounded operator in $\mathcal{H}-$ in particular, $\operatorname{dom}(A)=\operatorname{ran}(A)=\mathcal{H}-$ then $A^{-1}$ is bounded too. Thus, point (ii) in Lemma 5.2 can be reformulated as follows:
(ii) ${ }^{\prime} A$ is bounded and bijective, and $\|A\|=1=\left\|A^{-1}\right\|$.

Definition 5.4. We say that a linear operator $A$ in $\mathcal{H}$ is inner-product-preserving (in short, IP-preserving) if

$$
\begin{equation*}
\langle A \phi, A \psi\rangle=\langle\phi, \psi\rangle, \quad \forall \phi, \psi \in \operatorname{dom}(A) \tag{138}
\end{equation*}
$$

Lemma 5.5. If $A$ is an IP-preserving, bounded operator in $\mathcal{H}$, admitting a bounded inverse $A^{-1}$ (equivalently, an IP-preserving, bijective bounded operator), then $A^{-1}$ is IP-preserving too:

$$
\begin{equation*}
\left\langle A^{-1} \phi, A^{-1} \psi\right\rangle=\langle\phi, \psi\rangle, \quad \forall \phi, \psi \in \mathcal{H} \tag{139}
\end{equation*}
$$

Proof. For every pair of vectors $\phi, \psi \in \mathcal{H}$, we have that $\phi=A \eta, \psi=A \chi$, for some $\eta, \chi \in \mathcal{H}$, because $A$ is surjective, and

$$
\left\langle A^{-1} \phi, A^{-1} \psi\right\rangle=\left\langle A^{-1} A \eta, A^{-1} A \chi\right\rangle=\langle\eta, \chi\rangle=\langle A \eta, A \chi\rangle=\langle\phi, \psi\rangle
$$

where we have used the fact that $A$ is IP-preserving.

Remark 5.6. From the previous proof it is clear that, if $A$ is any IP-preserving, injective operator in $\mathcal{H}$, then

$$
\begin{equation*}
\left\langle A^{-1} \phi, A^{-1} \psi\right\rangle=\langle\phi, \psi\rangle, \quad \forall \phi, \psi \in \operatorname{dom}\left(A^{-1}\right)=\operatorname{ran}(A) . \tag{140}
\end{equation*}
$$

Remark 5.7. A bounded operator admitting a bounded inverse is often called - and we will indeed call it - a top-linear isomorphism. Thus, Lemma 5.5 can be rephrased as follows: If $A$ is an IP-preserving top-linear isomorphism, then $A^{-1}$ is an IP-preserving top-linear isomorphism too.

Proposition 5.8. A densely defined, IP-preserving operator is injective. If a bounded operator $A \in \mathcal{B}(\mathcal{H})$ is IP-preserving, then $\|A\| \geq 1$; in particular, if $A$ is an IP-preserving top-linear isomorphism, then

$$
\begin{equation*}
\|A\|,\left\|A^{-1}\right\| \geq 1 \tag{141}
\end{equation*}
$$

Proof. If a linear operator $A$ in $\mathcal{H}$ is IP-preserving, given any $\psi \in \operatorname{ker}(A)$, we have that

$$
\begin{equation*}
0=\langle A \psi, A \phi\rangle=\langle\psi, \phi\rangle, \quad \forall \phi \in \operatorname{dom}(A) . \tag{142}
\end{equation*}
$$

Thus, if $A$ is densely defined - i.e., if $\overline{\operatorname{dom}(A)}{ }^{\|\cdot\|}=\mathcal{H}$ - then by the continuity of the inner product (w.r.t. each of its arguments), we conclude that, actually, $\langle\psi, \phi\rangle=0, \forall \phi \in \mathcal{H}$; hence, the Hermitian sesquilinear form $\langle\cdot, \cdot\rangle$ being non-degenerate, $\psi=0$. Therefore, $\operatorname{ker}(A)=\{0\}$ and $A$ is injective.

Now, suppose that $A$ is bounded and IP-preserving. Applying the latter property and the Cauchy-Schwarz inequality, we find that

$$
\begin{equation*}
|\langle\phi, \psi\rangle|=|\langle A \phi, A \psi\rangle| \leq\|A \phi\|\|A \psi\| \leq\|A\|^{2}\|\phi\|\|\psi\|, \tag{143}
\end{equation*}
$$

for all $\phi, \psi \in \mathcal{H}$. Setting $\psi=\phi$ in relation (143), and choosing this vector $\phi$ in such a way that $|\langle\phi, \phi\rangle|=1=\|\phi\|$ (e.g. an element of an orthonormal basis in $\mathcal{H}$ ), we conclude that $\|A\|^{2} \geq 1$; hence $\|A\| \geq 1$. Finally, if $A$ is an IP-preserving top-linear isomorphism, then, by Lemma 5.5, $A^{-1}$ enjoys the same property, so that both inequalities in (141) hold true.

We will now prove that, under mild conditions, an IP-preserving operator is a top-linear isomorphism.

Theorem 5.9. A surjective, IP-preserving, all-over operator $A$ in $\mathcal{H}$ is an adjointable top-linear isomorphism and $A^{*}=A^{-1}$; moreover,

$$
\begin{equation*}
\|A\|=\left\|A^{*}\right\|=\left\|A^{-1}\right\| \geq 1 \tag{144}
\end{equation*}
$$

Proof. Since $A$ is IP-preserving and $\operatorname{dom}(A)=\mathcal{H}$, by Proposition 5.8 it is injective. Let us prove that $A$ is bounded (equivalently continuous). By the Closed Graph Theorem (see, e.g., Theorem 3.5 in [45], or Subsect. 2.8 of [46]), it is sufficient to show that $A$ is a closed operator. Let $\left\{\chi_{n}\right\}_{n \in \mathbb{N}}$ be a sequence in $\mathcal{H}$ such that

$$
\begin{equation*}
\lim _{n} \chi_{n}=0 \text { and } \lim _{n} A \chi_{n}=\phi, \text { for some } \phi \in \mathcal{H} \tag{145}
\end{equation*}
$$

In order to conclude that $A$ is closed, we need to show that $\phi=0$. Indeed, by the continuity of the scalar product (w.r.t. each of its arguments) and by the fact that $A$ is IP-preserving, we have:

$$
\begin{equation*}
\langle\phi, A \psi\rangle=\left\langle\lim _{n} A \chi_{n}, A \psi\right\rangle=\lim _{n}\left\langle A \chi_{n}, A \psi\right\rangle=\lim _{n}\left\langle\chi_{n}, \psi\right\rangle=\left\langle\lim _{n} \chi_{n}, \psi\right\rangle=0, \quad \forall \psi \in \mathcal{H} . \tag{146}
\end{equation*}
$$

Since $A$ is surjective, we conclude that $\langle\phi, \eta\rangle=0, \forall \eta \in \mathcal{H}$; hence, the Hermitian sesquilinear form $\langle\cdot, \cdot\rangle$ being non-degenerate, $\phi=0$, so that $A$ is closed.

Summarizing, a surjective, IP-preserving, all-over operator $A$ is bijective and bounded; hence, by the Bounded Inverse Theorem, a top-linear isomorphism.

Let us now show that $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and $A^{*}=A^{-1}$. In fact, by Lemma 5.5, the bounded operator $A^{-1}$ is IP-preserving too; hence:

$$
\begin{equation*}
\langle\phi, A \psi\rangle=\left\langle A^{-1} \phi, A^{-1} A \psi\right\rangle=\left\langle A^{-1} \phi, \psi\right\rangle, \quad \forall \phi, \psi \in \mathcal{H} \tag{147}
\end{equation*}
$$

Therefore, $A$ is adjointable and $A^{*}=A^{-1}$, so that $\|A\|=\left\|A^{*}\right\|=\left\|A^{-1}\right\|$ and, by (141) in Proposition 5.8, relation (144) holds true.

Notation 5.10. Given two vectors $\phi, \psi \in \mathcal{H}$, by writing

$$
\begin{equation*}
\phi \stackrel{\|\cdot\|}{\perp} \psi \tag{148}
\end{equation*}
$$

we mean that $\phi$ and $\psi$ are norm-orthogonal each other (recall from Subsection 3.2 that $\phi \perp \psi$ means that $\phi$ and $\psi$ are IP-orthogonal, instead); i.e., that $\|\alpha \phi+\beta \psi\|=\max \{\|\alpha \phi\|,\|\beta \psi\|\}$, for all $\alpha, \beta \in \mathbb{Q}_{p}(\sqrt{\mu})$.

Definition 5.11. A linear operator $A$ in $\mathcal{H}$ is said to be norm-orthogonality-preserving (in short, NO-preserving) if

$$
\begin{equation*}
\phi, \psi \in \operatorname{dom}(A), \phi \stackrel{\|\cdot\|}{\perp} \psi \quad \Longrightarrow \quad A \phi \stackrel{\|\cdot\|}{\perp} A \psi \tag{149}
\end{equation*}
$$

Theorem 5.12. Every all-over, NO-preserving operator in $\mathcal{H}$ is bounded. Specifically, every allover, NO-preserving operator in $\mathcal{H}$ is a nonzero scalar multiple of an isometry and, conversely, a nonzero scalar multiple of an isometry is NO-preserving. In particular, a linear operator $A$ in $\mathcal{H}$ is an isometry if and only if $A$ is an all-over, NO-preserving (hence, bounded) operator such that $\|A\|=1$.

Proof. Since $\|\mathcal{H}\|:=\{\|\phi\|: \phi \in \mathcal{H}\}=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$, the 'ramification index' of $\mathcal{H}$ is equal to 1 , so that we can apply Corollary 1.3 in [59] (actually, the first assertion of the theorem follows from Corollary 1.1 ibidem, and does not require the mentioned property of $\mathcal{H}$ ).

We can now introduce the unitary operators in the $p$-adic setting and provide a suitable characterization of this class of operators.

Definition 5.13. A matrix operator in $\mathcal{H}$ of the form

$$
\begin{equation*}
U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \tag{150}
\end{equation*}
$$

— where $\Phi \equiv\left\{\phi_{m}\right\}_{m=1}^{N}, \Psi \equiv\left\{\psi_{n}\right\}_{n=1}^{N}$ are orthonormal bases in $\mathcal{H}$ - is called a unitary operator. We will denote the set of all such operators in $\mathcal{H}$ by $\mathcal{U}(\mathcal{H})$.

The set $\mathcal{U}(\mathcal{H})$ is characterized by the following result:
Theorem 5.14. Given a linear operator $U$ in $\mathcal{H}$, the following facts are equivalent:
(U1) $U$ is a unitary operator - i.e., $U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right)$ - for some pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m=1}^{\mathrm{N}}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n=1}^{\mathrm{N}}$ in $\mathcal{H} ;$
(U2) $U \in \mathcal{B}(\mathcal{H})$ and, for some pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m=1}^{N}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n=1}^{N}$, $U \phi_{k}=\psi_{k}, \forall k \in \mathbb{N}_{\leq \mathrm{N}} ;$
(U3) $U \in \mathcal{B}_{\text {ad }}(\mathcal{H}),\|U\|=1$ and $U U^{*}=\operatorname{Id}=U^{*} U$;
(U4) $U$ is a surjective IP-preserving, all-over (hence, bounded) operator and $\|U\|=1$;
(U5) $U$ is an IP-preserving top-linear isomorphism and $\|U\|=1=\left\|U^{-1}\right\|$;
(U6) $U$ is an automorphism of the $p$-adic Hilbert space $\mathcal{H}$, namely, an IP-preserving surjective isometry;
(U7) $U$ is a surjective, IP-preserving, NO-preserving, all-over operator;
(U8) $U$ is bounded and transforms orthonormal bases into orthonormal bases.
Proof. We will first show that (U1) $\Longleftrightarrow$ (U2) $\Longrightarrow$ (U3)
Note that

$$
\begin{equation*}
\left|\left\langle\phi_{m}, \psi_{n}\right\rangle\right| \leq\left\|\phi_{m}\right\|\left\|\psi_{n}\right\|=1, \forall m, n \in \mathbb{N}_{\leq N}, \text { and, for } \mathbb{N}=\infty, \lim _{m}\left\langle\phi_{m}, \psi_{n}\right\rangle=0, \forall n \in \mathbb{N} \tag{151}
\end{equation*}
$$

Hence, by Theorem 4.2, we have that $\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \in \mathcal{B}(\mathcal{H})$ and, moreover,

$$
\begin{equation*}
\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \phi_{k}=\sum_{m}\left\langle\phi_{m}, \psi_{k}\right\rangle \phi_{m}=\psi_{k}, \quad \forall k \in \mathbb{N}_{\leq \mathrm{N}} . \tag{152}
\end{equation*}
$$

Therefore, (U1) $\Longrightarrow$ (U2)
Conversely, if $U$ satisfies (U2), then

$$
\begin{equation*}
U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, U \phi_{n}\right\rangle\right)=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right), \tag{153}
\end{equation*}
$$

where in the first equality, we have used the expression of a bounded matrix operator (w.r.t. any orthonormal basis). Thus, (U1) holds true.

Now, given a unitary operator $U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \in \mathcal{U}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$, since, for $\mathrm{N}=\infty$, $\lim _{n}\left\langle\phi_{m}, \psi_{n}\right\rangle=0$, for all $m \in \mathbb{N}$, then, by the last assertion of Theorem 4.7, we conclude that $U$ is adjointable; i.e., $\mathcal{U}(\mathcal{H}) \subset \mathcal{B}_{\text {ad }}(\mathcal{H})$ as well. Moreover, as previously shown, the unitary operator $U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right)$ is completely determined by condition (U2) therefore:

$$
\begin{equation*}
\left\langle\phi_{m}, U^{*} \psi_{k}\right\rangle=\left\langle U \phi_{m}, \psi_{k}\right\rangle=\left\langle\psi_{m}, \psi_{k}\right\rangle=\delta_{m k} . \tag{154}
\end{equation*}
$$

Thus, $U^{*} \psi_{k}=\phi_{k}, \forall k \in \mathbb{N}_{\leq \mathrm{N}}$, and hence - noting that: $A \in \mathcal{B}(\mathcal{H}), A \phi_{m}=\phi_{m}, \forall m \in \mathbb{N}_{\leq \mathrm{N}}$ (where $\left\{\phi_{m}\right\}_{m=1}^{\mathrm{N}}$ is any orthonormal basis) $\Longrightarrow A=\mathrm{Id}$ - we have:

$$
\begin{equation*}
U^{*} U=\operatorname{Id}=U U^{*} \text {; i.e., } U^{*}=U^{-1} \text {. } \tag{155}
\end{equation*}
$$

Also note that $\sup _{m}\left\langle\phi_{m}, \psi_{n}\right\rangle=\left\|\psi_{n}\right\|=1, \forall n \in \mathbb{N}_{\leq \mathrm{N}}$; hence:

$$
\begin{equation*}
1=\sup _{m, n}\left\langle\phi_{m}, \psi_{n}\right\rangle=\|U\|=\left\|U^{*}\right\|=\left\|U^{-1}\right\| . \tag{156}
\end{equation*}
$$

Thus, if $U \in \mathcal{U}(\mathcal{H})$, then $U$ satisfies condition (U3),
Next, it is clear that (U3) $\Longrightarrow$ (U4), because, if the conditions in (U3) are satisfied, then $U$ is a surjective (adjointable) bounded operator and

$$
\begin{equation*}
\langle U \chi, U \eta\rangle=\left\langle U^{*} U \chi, \eta\right\rangle=\langle\chi, \eta\rangle, \quad \forall \chi, \eta \in \mathcal{H} ; \tag{157}
\end{equation*}
$$

i.e., $U$ is IP-preserving. Moreover, by Theorem 5.9, (U4) $\Longrightarrow$ (U5), Also, if $U$ satisfies (U5), then, by Lemma 5.2, $U$ is a surjective isometry (and IP-preserving); i.e., (U5) $\Longrightarrow$ (U6),

Let us now prove that (U6) $\Longleftrightarrow$ (U7). In fact, by the second assertion of Theorem 5.12, if $U$ is an isometry, then it is a NO-preserving (all-over) operator; hence: (U6) $\Longrightarrow$ (U7), Conversely, if $U$ is a NO-preserving, all-over operator, then (again by the second assertion of Theorem 5.12) $U$ is a non-zero scalar multiple of an isometry: $U=z J$, with $z \in \mathbb{Q}_{p}(\sqrt{\mu}) \backslash\{0\}$. Now, if, moreover, $U$ is IP-preserving and surjective, then by Theorem 5.9, $\|U\|=\left\|U^{-1}\right\|$. Thus, $J$ is a surjective isometry and

$$
\begin{equation*}
|z|=\|z J\|=\|U\|=\left\|U^{-1}\right\|=\left\|z^{-1} J^{-1}\right\|=|z|^{-1} \quad \Longrightarrow \quad|z|=1 \tag{158}
\end{equation*}
$$

Therefore, $U=z J$ is an IP-preserving, surjective isometry; i.e., (U7) (U6), as well.
At this point, let us observe that (U6) implies (U8). Indeed, if $U$ is an IP-preserving, surjective isometry, then, given any orthonormal basis $\left\{\phi_{m}\right\}_{m=1}^{N}$ in $\mathcal{H}$, and, putting $\psi_{n}=U \phi_{n}$, $\forall n \in \mathbb{N}_{\leq \mathrm{N}}$, we obtain another orthonormal basis $\left\{\psi_{n}\right\}_{n=1}^{\mathrm{N}}$, because

$$
\begin{equation*}
\left\langle\psi_{j}, \psi_{k}\right\rangle=\left\langle U \phi_{j}, U \phi_{k}\right\rangle=\left\langle\phi_{j}, \phi_{k}\right\rangle=\delta_{j k} \tag{159}
\end{equation*}
$$

in addition, for every set $\left\{z_{n}\right\}_{n=1}^{\mathrm{N}} \subset \mathbb{Q}_{p}(\sqrt{\mu})-$ converging to 0 , if $\mathrm{N}=\infty-$

$$
\begin{equation*}
\left\|\sum_{n} z_{n} \psi_{n}\right\|=\left\|U^{-1} \sum_{n} z_{n} \psi_{n}\right\|=\left\|\sum_{n} z_{n} \phi_{n}\right\|=\max _{n}\left|z_{n}\right| \tag{160}
\end{equation*}
$$

where we have used the fact that $U^{-1}$ is an isometry, and, for every $\chi \in \mathcal{H}$,

$$
\begin{equation*}
\chi=U\left(U^{-1} \chi\right)=\sum_{n}\left\langle\phi_{n}, U^{-1} \chi\right\rangle U \phi_{n}=\sum_{n}\left\langle U \phi_{n}, U U^{-1} \chi\right\rangle U \phi_{n}=\sum_{n}\left\langle\psi_{n}, \chi\right\rangle \psi_{n} \tag{161}
\end{equation*}
$$

Thus, by (160) and (161), $\left\{\psi_{n}\right\}_{n=1}^{N}$ is a normal basis, and specifically, by (159), it is orthonormal.
Finally, it is obvious that (U8) $\Longrightarrow$ (U2), and this observation completes the proof, since overall we have shown that: (U1) $\Longleftrightarrow$ (U2) $\Longrightarrow$ (U3) $\Longrightarrow$ (U4) $\Longrightarrow$ (U5) $\Longrightarrow$ (U6) $\Longrightarrow(\mathrm{UB}) \Longrightarrow(\mathrm{U} 2)$ and, moreover, (U6) $\Longleftrightarrow$ (U7)

Remark 5.15. One can easily check that

$$
\begin{equation*}
U:=\operatorname{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right)=\sum_{k}\left|\psi_{k}\right\rangle\left\langle\phi_{k}\right|=\mathrm{op}_{\Psi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right), \tag{162}
\end{equation*}
$$

- where, if $N=\infty$, the series converges w.r.t. the strong operator topology - and

$$
\begin{equation*}
U^{*}=\mathrm{op}_{\Phi}\left(\left\langle\psi_{m}, \phi_{n}\right\rangle\right)=\sum_{k}\left|\phi_{k}\right\rangle\left\langle\psi_{k}\right|=\mathrm{op}_{\Psi}\left(\left\langle\psi_{m}, \phi_{n}\right\rangle\right)=U^{-1} \in \mathcal{U}(\mathcal{H}) \tag{163}
\end{equation*}
$$

Remark 5.16. By the characterization (U6) of $\mathcal{U}(\mathcal{H})$, it is clear that $\mathcal{U}(\mathcal{H})$ is, in a natural way, a group. In fact, the product (composition) of two unitary operators is unitary and $\operatorname{Id} \in \mathcal{U}(\mathcal{H})$. Moreover, by (163) - or, say, by (U6) and Lemma 5.5 (if $U$ is an IP-preserving surjective isometry, then $U^{-1}$ shares the same property) - if $U \in \mathcal{U}(\mathcal{H})$, then $U^{-1}=U^{*} \in \mathcal{U}(\mathcal{H})$ too. Let us also observe that the unitary group of the p-adic Hilbert space $\mathcal{H}$ is the intersection of two other remarkable groups, i.e.,

$$
\begin{equation*}
\mathcal{U}(\mathcal{H})=\mathscr{I}(\mathcal{H}) \cap \mathscr{N}(\mathcal{H}) \tag{164}
\end{equation*}
$$

where:

- $\mathscr{I}(\mathcal{H}) \subset \mathcal{B}_{\text {ad }}(\mathcal{H})$ is the group of all surjective, IP-preserving, all-over operators (note that, by Theorem 5.9 and Lemma 5.5, if $A \in \mathscr{I}(\mathcal{H})$, then $A^{-1}=A^{*} \in \mathscr{I}(\mathcal{H})$ too);
- $\mathscr{N}(\mathcal{H})$ is the group of all surjective, NO-preserving, all-over operators - equivalently, the group of all non-zero scalar multiples of surjective isometries (Theorem 5.12).

Remark 5.17. In the case where $\mathcal{H}$ is finite-dimensional $-\operatorname{dim}(\mathcal{H})=\mathrm{N} \in \mathbb{N}$; hence, $\mathcal{B}(\mathcal{H})=$ $\mathcal{B}_{\text {ad }}(\mathcal{H})$ is just the set $\operatorname{Lin}(\mathcal{H})$ of all linear operators in $\mathcal{H}$, and $U U^{*}=\mathrm{Id}$ iff $U^{*} U=\mathrm{Id}$ — the characterization (U3) of $\mathcal{U}(\mathcal{H})$ provides a simple description of the unitary group of $\mathcal{H}$ as a matrix group, i.e.,

$$
\begin{equation*}
\mathcal{U}(\mathcal{H})=\left\{\operatorname{op}_{\Phi}\left(U_{m n}\right): \sum_{n=1}^{N} U_{l n} \overline{U_{m n}}=\delta_{l m}, \max _{m, n}\left|U_{m n}\right|=1\right\}, \tag{165}
\end{equation*}
$$

where $\Phi=\left\{\phi_{m}\right\}_{m=1}^{\mathrm{N}}$ is any orthonormal basis in $\mathcal{H}$. It is worth observing that here the condition

$$
\begin{equation*}
\left\|\mathrm{op}_{\Phi}\left(U_{m n}\right)\right\|=\max _{m, n}\left|U_{m n}\right|=1 \tag{166}
\end{equation*}
$$

cannot be dispensed with (unlike the complex case). We illustrate this point by means of an explicit example.

Assume that $\mathcal{H}$ is a $p$-adic Hilbert space, with $p \neq 2$ and $\operatorname{dim}(\mathcal{H})=4$. As shown in the proof of Proposition 5.3 in [52], there exists a solution $x_{1}, \ldots, x_{4}$ of the equation

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=p^{2 \mathrm{~K}}, \quad x_{1}, \ldots, x_{4} \in \mathbb{Z}, \tag{167}
\end{equation*}
$$

- for any $\mathrm{K} \in \mathbb{N}$ - satisfying the condition that

$$
\begin{equation*}
\max _{i}\left|x_{i}\right|=1 . \tag{168}
\end{equation*}
$$

Consider, then, the matrix (with rational coefficients)

$$
\left(A_{m n}\right)=\frac{1}{p^{\mathrm{K}}}\left(\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{4}  \tag{169}\\
-x_{2} & x_{1} & -x_{4} & x_{3} \\
-x_{4} & -x_{3} & x_{2} & x_{1} \\
-x_{3} & x_{4} & x_{1} & -x_{2}
\end{array}\right)
$$

where $x_{1}, \ldots, x_{4}$ is the aforementioned solution of (167)-(168). Clearly, we have:

$$
\begin{equation*}
\sum_{n=1}^{4} A_{l n} \overline{A_{m n}}=\sum_{n=1}^{4} A_{l n} A_{m n}=\delta_{l m} ; \text { but } \max _{m, n}\left|A_{m n}\right|=p^{K} \neq 1 . \tag{170}
\end{equation*}
$$

Thus, $A=\operatorname{op}_{\Phi}\left(A_{m n}\right) \in \mathscr{I}(\mathcal{H})$ (because $A^{*}=A^{-1}$, hence, $A$ is IP-preserving), but $A \notin \mathscr{N}(\mathcal{H})$, because

$$
\begin{equation*}
\|A\|=\left\|A^{*}\right\|=\left\|A^{-1}\right\|=p^{\mathrm{K}}>1, \tag{171}
\end{equation*}
$$

so that $A$ cannot be a non-zero scalar multiple of an isometry (in such a case, we should have that $\left\|A^{-1}\right\|=\|A\|^{-1}$ ). Therefore, $A \notin \mathcal{U}(\mathcal{H})$. Otherwise stated, $A$ cannot be unitary, since it preserves the inner product, but not the norm-orthogonality.

Remark 5.18. Let us observe explicitly that the group $\mathscr{I}(\mathcal{H})$ admits a further characterization; namely,

$$
\begin{equation*}
\mathscr{I}(\mathcal{H})=\left\{A \in \mathcal{B}_{\text {ad }}(\mathcal{H}): A \text { bijective and } A^{*}=A^{-1}\right\} . \tag{172}
\end{equation*}
$$

In fact, by Theorem [5.9, $\mathscr{I}(\mathcal{H})$ is contained in the set defined on the right hand side of (172). Conversely, it is clear that every bijective operator $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, such that $A^{*}=A^{-1}$, is IPpreserving:

$$
\begin{equation*}
\langle A \eta, A \chi\rangle=\left\langle A^{*} A \eta, \chi\right\rangle=\langle\eta, \chi\rangle, \quad \forall \eta, \chi \in \mathcal{H} . \tag{173}
\end{equation*}
$$

Therefore, relation (172) holds true. As a consequence, we obtain a simple description of the unitary group $\mathcal{U}(\mathcal{H})$. Indeed, note that, by (1721) and by the characterization (U3) of a unitary operator, we have:

$$
\begin{equation*}
\mathcal{U}(\mathcal{H})=\mathscr{I}(\mathcal{H}) \cap \mathcal{B}(\mathcal{H})_{[1]}=\mathscr{I}(\mathcal{H}) \cap \mathcal{B}(\mathcal{H})_{1}, \tag{174}
\end{equation*}
$$

where $\mathcal{B}(\mathcal{H})_{[1]}$ and $\mathcal{B}(\mathcal{H})_{1}$ are, respectively, the unit sphere and that unit ball in $\mathcal{B}(\mathcal{H})$; i.e.,

$$
\begin{equation*}
\mathcal{B}(\mathcal{H})_{[1]}:=\{A \in \mathcal{B}(\mathcal{H}):\|A\|=1\}, \quad \mathcal{B}(\mathcal{H})_{1}:=\{A \in \mathcal{B}(\mathcal{H}):\|A\| \leq 1\} . \tag{175}
\end{equation*}
$$

The first equality in (174) corresponds to the characterization (U4) of a $p$-adic unitary operator, and the second equality follows from (144) in Theorem [5.9, according to which $\|\mathscr{I}(\mathcal{H})\| \subset[1, \infty)$.

Remark 5.19. Considering again the case where $\mathcal{H}$ is finite-dimensional $-\operatorname{dim}(\mathcal{H})=\mathrm{N} \in \mathbb{N}$ and $\mathcal{B}(\mathcal{H})=\operatorname{Lin}(\mathcal{H})=\mathcal{B}_{\text {ad }}(\mathcal{H})$ - using elementary methods of matrix analysis one can prove that, in this case, the group $\mathscr{N}(\mathcal{H})$ admits the following further characterization:

$$
\begin{equation*}
\mathscr{N}(\mathcal{H})=\{A \in \operatorname{Lin}(\mathcal{H}):\|A\|=1=|\operatorname{det}(A)|\}, \tag{176}
\end{equation*}
$$

where $\operatorname{det}(A)$ is the determinant of the representative matrix of $A$ w.r.t. any basis in the finitedimensional vector space $\mathcal{H}$. Clearly, if $A \in \mathcal{U}(\mathcal{H})$, then $|\operatorname{det}(A)|=1$ automatically, because $\left|\operatorname{det}\left(A A^{*}\right)\right|=|\operatorname{det}(A) \overline{\operatorname{det}(A)}|=|\operatorname{det}(A)|^{2}$.

Example 5.20. Let us consider the case where $p=2$ and $\mu=14$; i.e., $\mathcal{H}$ is a $p$-adic Hilbert space over $\mathbb{Q}_{2}(\sqrt{14})$. Let us assume that $\operatorname{dim}(\mathcal{H})=2$, and, given an orthonormal basis $\Phi=\left\{\phi_{1}, \phi_{2}\right\}$ in $\mathcal{H}$, let us consider a linear operator $U=\mathrm{op}_{\Phi}\left(U_{m n}\right)$. By (165), $U$ is unitary iff

$$
\left(U_{m n}\right)=\left(\begin{array}{ll}
a & b  \tag{177}\\
c & d
\end{array}\right), \text { where: } a \bar{a}+b \bar{b}=1=c \bar{c}+d \bar{d}, a \bar{c}+b \bar{d}=0, \max \{|a|,|b|,|c|,|d|\}=1
$$

To satisfy this condition, we can put, e.g., $a=\sqrt{-7}^{2}, b=\frac{2}{a} \sqrt{14}, c=b$ and $d=a$, where $\sqrt{-7}^{2}$ is any of the two 2 -adic square roots of $-7=1+0 \cdot 2+0 \cdot 2^{2}+1 \cdot 2^{3}+1 \cdot 2^{4}+\cdots \in\left(\mathbb{Q}_{2}^{*}\right)^{2}$. Therefore, $\Psi \equiv\left\{\psi_{1}=a \phi_{1}+b \phi_{2}, \psi_{2}=b \phi_{1}+a \phi_{2}\right\}$ is another orthonormal basis in $\mathcal{H}$.

## 6 The trace class of a $p$-adic Hilbert space

In this section, we will introduce a suitable notion of trace class operator in a $p$-adic Hilbert space $\mathcal{H}$. As in Section 4. we will assume that $\operatorname{dim}(\mathcal{H})=\infty$ (and we will use the notations adopted therein), because in the finite-dimensional case the notion of trace introduced here becomes completely analogous to the notion of trace of a linear operator in a finite-dimensional complex Hilbert space and the results of this section hold true with obvious modifications.

### 6.1 Traceable operators

We start with the following:
Definition 6.1. Let $\Phi=\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ be an orthonormal basis in $\mathcal{H}$, and let $T$ be a (densely defined) linear operator in $\mathcal{H}$ such that $\Phi \subset \operatorname{dom}(T)$. We say that the operator $T$ is traceable w.r.t. $\Phi$ if the series

$$
\begin{equation*}
\sum_{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle \tag{178}
\end{equation*}
$$

is convergent. Namely, if $\lim _{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=0$ (see Proposition 3.5).
Proposition 6.2. A matrix operator $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$ is (such that $\Phi \subset \operatorname{dom}(T)$ and) traceable w.r.t. $\Phi$ iff

$$
\begin{equation*}
\lim _{m} T_{m n}=0, \quad \forall n \in \mathbb{N}, \text { and } \lim _{m} T_{m m}=0 . \tag{179}
\end{equation*}
$$

Proof. It is easy to see that $\Phi \subset \operatorname{dom}(T)$, with $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$, iff $\lim _{m} T_{m n}=0, \forall n \in \mathbb{N}$. Indeed, recalling (88) and (89), if $\phi_{n} \in \operatorname{dom}(T)$, then $T \phi_{n}=\sum_{m} T_{m n} \phi_{m}$ (hence, $\left\{T_{m n}\right\}_{m \in \mathbb{N}} \in c_{0}$ ) and, conversely, if $\lim _{m} T_{m n}=0$, then $\phi_{n} \in \operatorname{dom}(T)$.

Moreover, if $\phi_{n} \in \operatorname{dom}(T)$, then $\left(T \phi_{n}=\sum_{m} T_{m n} \phi_{m}\right.$ and $)$

$$
\begin{equation*}
\left\langle\phi_{n}, T \phi_{n}\right\rangle=\sum_{m} T_{m n}\left\langle\phi_{n}, \phi_{m}\right\rangle=T_{n n} . \tag{180}
\end{equation*}
$$

Therefore, if $\Phi \subset \operatorname{dom}(T)$, then $\lim _{m} T_{m n}=0, \forall n$, and, if, moreover, the series (178) is convergent, then

$$
\begin{equation*}
\lim _{m} T_{m m}=\lim _{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=0 . \tag{181}
\end{equation*}
$$

Conversely, if both conditions in (179) hold true, then $\Phi \subset \operatorname{dom}(T)$, and $\lim _{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=$ $\lim _{m} T_{m m}=0$, so that the series (178) converges; i.e., $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$ is traceable w.r.t. $\Phi$.

Remark 6.3. By Proposition 6.2 and by the characterization of matrix elements of a bounded operator (see (94) in Theorem (4.2), it is clear that one can construct matrix operators in $\mathcal{H}$ $(\operatorname{dim}(\mathcal{H})=\infty)$ that are traceable w.r.t. a given orthonormal basis in $\mathcal{H}$, but not bounded (and, thus, not all-over). Precisely, one has to take any matrix operator $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$ satisfying both conditions in (179) and such that $\sup _{m, n}\left|T_{m n}\right|=\infty$.

The previous remark motivates us to consider a smaller class of matrix operators for the definition of the trace class of $\mathcal{H}$.

Definition 6.4. Let $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ be an orthonormal basis in $\mathcal{H}$. We introduce the following set of matrix operators:

$$
\begin{equation*}
\mathcal{T}_{\Phi}(\mathcal{H}):=\left\{\mathrm{op}_{\Phi}\left(T_{m n}\right): T_{m n} \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right) \text { s.t. } \lim _{m+n} T_{m n}=0\right\} . \tag{182}
\end{equation*}
$$

Remark 6.5. Recalling Notation 4.11, the limit $\lim _{m+n} T_{m n}=0$ means that

$$
\begin{equation*}
\forall \epsilon>0, \operatorname{card}\left(\left\{(m, n) \in \mathbb{N} \times \mathbb{N}:\left|T_{m n}\right| \geq \epsilon\right\}\right)<\infty \tag{183}
\end{equation*}
$$

Equivalently, $\lim _{m+n} T_{m n}=0$ means that

$$
\begin{equation*}
\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N} \text {, such that, if } \max \{m, n\}>\mathrm{N} \text {, then }\left|T_{m n}\right|<\epsilon, \tag{184}
\end{equation*}
$$

or, also, that

$$
\begin{equation*}
\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N} \text {, such that, if } m+n>\mathrm{N} \text {, then }\left|T_{m n}\right|<\epsilon \text {. } \tag{185}
\end{equation*}
$$

Moreover, conditions (183)-(185) are equivalent to assuming that the double series $\sum_{m, n} T_{m n}$ is convergent, where

$$
\begin{equation*}
\sum_{m, n} T_{m n}=\lim _{\mathrm{N} \rightarrow \infty}\left(\sum_{m=1}^{\mathrm{N}} \sum_{n=1}^{\mathrm{N}} T_{m n}\right) . \tag{186}
\end{equation*}
$$

It is a remarkable fact that, given a double sequence $\left\{x_{m n}\right\}_{m, n \in \mathbb{N}}$ in $\mathbb{Q}_{p}(\sqrt{\mu})$, if $\lim _{m+n} x_{m n}=0$, then both the iterated series

$$
\begin{equation*}
\sum_{m} \sum_{n} x_{m n} \quad \text { and } \quad \sum_{n} \sum_{m} x_{m n} \tag{187}
\end{equation*}
$$

converge and

$$
\begin{equation*}
\sum_{m} \sum_{n} x_{m n}=\sum_{n} \sum_{m} x_{m n}=\sum_{m, n} x_{m n} . \tag{188}
\end{equation*}
$$

Therefore, if $\lim _{m+n} T_{m n}=0$, then the convergent double series (186) can be expressed as an iterated series.

Another useful fact is that, given a double sequence $\left\{x_{m n}\right\}_{m, n \in \mathbb{N}} \subset \mathbb{Q}_{p}(\sqrt{\mu})$,

$$
\begin{align*}
\lim _{m+n} x_{m n}=0 & \Longleftrightarrow\left\{\begin{array}{l}
\lim _{m} x_{m n}=0, \forall n \in \mathbb{N}, \quad \lim _{n} x_{m n}=0, \forall m \in \mathbb{N}, \\
\text { and } \lim _{m, n} x_{m n}=0 \quad(\text { Pringsheim limit) }
\end{array}\right\}  \tag{189}\\
& \Longleftrightarrow \lim _{m} x_{m n}=0, \forall n \in \mathbb{N}, \text { and } \lim _{n} x_{m n}=0, \text { uniformly in } m \in \mathbb{N} . \tag{190}
\end{align*}
$$

In relation (190), the expression " $\lim _{n} x_{m n}=0$, uniformly in $m \in \mathbb{N}$ " means: for every $\epsilon>0$, $\exists \mathrm{N} \in \mathbb{N}$ such that, for $n>\mathrm{N}$ and all $m \in \mathbb{N},\left|x_{m n}\right|<\epsilon$.

For the previous claims, see p. 62 of [8], Exercise 23.B, and Chapt. 8 of [54].
If a linear operator $T$ in $\mathcal{H}$ is traceable w.r.t. an orthonormal basis $\Phi=\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, we denote the sum of the series (178) by the symbol $\operatorname{tr}_{\Phi}(T)$.

Proposition 6.6. If $T=\operatorname{op}_{\Phi}\left(T_{m n}\right) \in \mathcal{T}_{\Phi}(\mathcal{H})$, then it is traceable w.r.t. $\Phi-$ in particular, $\Phi \subset \operatorname{dom}(T)-$ and

$$
\begin{equation*}
\operatorname{tr}_{\Phi}(T):=\sum_{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=\sum_{m} T_{m m} \tag{191}
\end{equation*}
$$

Proof. Observe that

$$
\begin{equation*}
\operatorname{card}\left(\left\{m \in \mathbb{N}:\left|T_{m m}\right| \geq \epsilon\right\}\right) \leq \operatorname{card}\left(\left\{(m, n) \in \mathbb{N} \times \mathbb{N}:\left|T_{m n}\right| \geq \epsilon\right\}\right) \tag{192}
\end{equation*}
$$

Thus, recalling Remark 6.5, we argue that

$$
\begin{equation*}
T=\operatorname{op}_{\Phi}\left(T_{m n}\right) \in \mathcal{T}_{\Phi}(\mathcal{H}) \quad \Longleftrightarrow \quad \lim _{m+n} T_{m n}=0 \quad \Longrightarrow \lim _{m} T_{m m}=0 \tag{193}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{m+n} T_{m n}=0 \Longrightarrow \lim _{m} T_{m n}=0, \quad \forall n \in \mathbb{N} \tag{194}
\end{equation*}
$$

Thus, if $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$ belongs to $\mathcal{T}_{\Phi}(\mathcal{H})$, then $\Phi \subset \operatorname{dom}(T)$ (see the proof of Proposition 6.2) and $T$ is traceable w.r.t. $\Phi$. Moreover, $\left\langle\phi_{m}, T \phi_{m}\right\rangle=T_{m m}$, for every $m \in \mathbb{N}$ (see (180)); hence, relation (191) holds true.

We now provide a more precise characterization of the set of matrix operators $\mathcal{T}_{\Phi}(\mathcal{H})$.
Proposition 6.7. Let $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ be any orthonormal basis in $\mathcal{H}$. Then, the following facts are equivalent:
(T1) $T \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and $\lim _{m+n}\left\langle\phi_{m}, T \phi_{n}\right\rangle=0 ;$
(T2) $T \in \mathcal{B}(\mathcal{H})$ and $\lim _{m+n}\left\langle\phi_{m}, T \phi_{n}\right\rangle=0$;
(T3) $T \in \mathcal{T}_{\Phi}(\mathcal{H})$.
Proof. It is obvious that (T1) $\Longrightarrow$ (T2). Also, if $T \in \mathcal{B}(\mathcal{H})$, then $T=\mathrm{op}_{\Phi}\left(T_{m n}\right)$, where $T_{m n}=\left\langle\phi_{m}, T \phi_{n}\right\rangle$; hence (T2) $\Longrightarrow$ (T3), Next, if $T \in \mathcal{T}_{\Phi}(\mathcal{H})$, then by Corollary 4.12, we have that $T \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$. Moreover, since $T$ is bounded, $T=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, T \phi_{n}\right\rangle\right)$. Hence, (T3) $\Longrightarrow$ (T1), and the proof is complete.

[^1]Corollary 6.8. $\mathcal{T}_{\Phi}(\mathcal{H})$ is a linear subspace of $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and

$$
\begin{equation*}
T \in \mathcal{T}_{\Phi}(\mathcal{H}) \Longrightarrow T^{*} \in \mathcal{T}_{\Phi}(\mathcal{H}) \tag{195}
\end{equation*}
$$

Proof. Since (T1) $\Longleftrightarrow$ (T3) in Proposition 6.7- therefore, $\mathcal{T}_{\Phi}(\mathcal{H}) \subset \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$ - it is sufficient to note that, for $S, T \in \mathcal{B}(\mathcal{H}), \phi, \psi \in \mathcal{H}$ and scalars $a, b \in \mathbb{Q}_{p}(\sqrt{\mu})$, the following estimate holds:

$$
\begin{equation*}
|\langle\phi,(a S+b T) \psi\rangle| \leq \max \{|a||\langle\phi, S \psi\rangle|,|b||\langle\phi, T \psi\rangle|\} \tag{196}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\lim _{m+n}\left\langle\phi_{m}, S \phi_{n}\right\rangle=0=\lim _{m+n}\left\langle\phi_{m}, T \phi_{n}\right\rangle \Longrightarrow \lim _{m+n}\left\langle\phi_{m},(a S+b T) \phi_{n}\right\rangle=0 \tag{197}
\end{equation*}
$$

namely, $S, T \in \mathcal{T}_{\Phi}(\mathcal{H}) \Longrightarrow a S+b T \in \mathcal{T}_{\Phi}(\mathcal{H})$. Moreover, if $T \in \mathcal{T}_{\Phi}(\mathcal{H}) \subset \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, then $\left\langle\phi_{m}, T \phi_{n}\right\rangle=\overline{\left\langle\phi_{n}, T^{*} \phi_{m}\right\rangle}$. Hence, $\lim _{m+n}\left\langle\phi_{m}, T \phi_{n}\right\rangle=0 \Longrightarrow \lim _{m+n}\left\langle\phi_{m}, T^{*} \phi_{n}\right\rangle=0$, i.e., the implication (195) holds true.

### 6.2 The trace class

Our next task is to show that, actually, the definition of the linear subspace $\mathcal{T}_{\Phi}(\mathcal{H})$ of $\mathcal{B}_{\text {ad }}(\mathcal{H})$ does not depend on the choice of $\Phi$; i.e., given any pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$, we have that

$$
\begin{equation*}
\mathcal{T}_{\Phi}(\mathcal{H})=\mathcal{T}_{\Psi}(\mathcal{H}) \tag{198}
\end{equation*}
$$

To prove this important fact, we need to establish a further relevant property of $\mathcal{T}_{\Phi}(\mathcal{H})$. To this aim, we will use the following technical result:

Lemma 6.9. Let $\left(A_{l m}\right),\left(T_{m n}\right) \in \mathrm{M}_{\infty}\left(\mathbb{Q}_{p}(\sqrt{\mu})\right)$ be any pair of infinite matrices satisfying the following conditions:
(a) $\alpha \equiv \sup _{l, m}\left|A_{l m}\right|<\infty$,
(b) $\lim _{l} A_{l m}=0, \forall m \in \mathbb{N}$, and
(c) $\lim _{m+n} T_{m n}=0$.

Then, for every $(l, n) \in \mathbb{N} \times \mathbb{N}$, the series $\sum_{m} A_{l m} T_{m n}$ converges to some $S_{l n} \in \mathbb{Q}_{p}(\sqrt{\mu})$ and $\lim _{l+n} S_{l n}=0$.

Proof. By condition (a), the sequence $\left\{A_{l m}\right\}_{m \in \mathbb{N}}$ belongs to $\ell^{\infty}$, for every $l \in \mathbb{N}$, and, by condition (c), the sequence $\left\{T_{m n}\right\}_{m \in \mathbb{N}}$ belongs to $c_{0}$, for every $n \in \mathbb{N}$ (see relation (189) in Remark (6.5). Hence, the series $\sum_{m} A_{l m} T_{m n}$ is convergent, for all $l, n \in \mathbb{N}$, and we can put

$$
\begin{equation*}
S_{l n}=\sum_{m} A_{l m} T_{m n} \in \mathbb{Q}_{p}(\sqrt{\mu}) \tag{199}
\end{equation*}
$$

Moreover, condition (c) also entails that
(d) $\tau \equiv \sup _{m, n}\left|T_{m n}\right|<\infty$.

Let us assume that $\alpha, \tau>0$ (otherwise there is nothing to prove), and let us take any $\epsilon>0$. Now, by (c), there is some $\mathrm{N} \in \mathbb{N}$ such that, if $\max \{m, n\}>\mathrm{N}$, then $\left|T_{m n}\right|<\epsilon / \alpha$. Next, by (b), there exists some $\mathrm{L} \in \mathbb{N}$ such that, if $m \leq \mathrm{N}$ and $l>\mathrm{L}$, then $\left|A_{l m}\right|<\epsilon / \tau$ (because we are considering a finite set $\left\{A_{l 1}\right\}_{l \in \mathbb{N}}, \ldots,\left\{A_{l \mathbb{N}}\right\}_{l \in \mathbb{N}}$ of sequences converging to 0 ).

Summarizing, we have found that, for every $\epsilon>0$, there are $L, N \in \mathbb{N}$ such that the following additional conditions hold:
(e) $l>\mathrm{L}, m \leq \mathrm{N} \Longrightarrow\left|A_{l m}\right|<\epsilon / \tau$,
(f) $\max \{m, n\}>\mathrm{N} \Longrightarrow\left|T_{m n}\right|<\epsilon / \alpha$.

Therefore, eventually we obtain the following estimates:
(E1) By (a) and (f) - for all $l \in \mathbb{N}$ and all $n>N$ - we have that

$$
\left|S_{l n}\right|=\left|\sum_{m} A_{l m} T_{m n}\right| \leq \sup _{m}\left|A_{l m}\right|\left|T_{m n}\right|<\alpha \frac{\epsilon}{\alpha}=\epsilon .
$$

(E2) By (d) and (e), and by (a) and (f) - for all $l>\mathrm{L}$ and all $n \in \mathbb{N}$ - we have:

$$
\left|S_{l n}\right| \leq \sup _{m}\left|A_{l m}\right|\left|T_{m n}\right|=\max \left\{\max _{m \leq \mathbb{N}}\left\{\left|A_{l m}\right|\left|T_{m n}\right|\right\}, \sup _{m>\mathrm{N}}\left|A_{l m}\right|\left|T_{m n}\right|\right\}<\max \left\{\frac{\epsilon}{\tau} \tau, \alpha \frac{\epsilon}{\alpha}\right\}=\epsilon .
$$

In conclusion, by the estimates (E1) and (E2), for every $\epsilon>0$, there are $L, N \in \mathbb{N}$ such that

$$
\begin{equation*}
l>\mathrm{L} \text { and/or } n>\mathrm{N} \Longrightarrow\left|S_{l n}\right|<\epsilon \tag{200}
\end{equation*}
$$

(and, a fortiori, if $\max \{l, n\}>\mathrm{M} \equiv \max \{\mathrm{L}, \mathrm{N}\}$, then $\left|S_{l n}\right|<\epsilon$ ).
Eventually, we have shown that, for every $\epsilon>0$, the set

$$
\begin{equation*}
\left\{(l, n) \in \mathbb{N} \times \mathbb{N}:\left|S_{l n}\right|>\epsilon\right\} \tag{201}
\end{equation*}
$$

is finite. Equivalently, for every $\epsilon>0$, there exists some $\mathrm{M} \in \mathbb{N}$ such that, if $\max \{l, n\}>\mathrm{M}$, then $\left|S_{l n}\right|<\epsilon ;$ namely, $\lim _{l+n} S_{l n}=0$.

Theorem 6.10. Given any orthonormal basis $\Phi$, the linear subspace $\mathcal{T}_{\Phi}(\mathcal{H})$ of $\mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$ is a left ideal in $\mathcal{B}(\mathcal{H})$, i.e.,

$$
\begin{equation*}
A T \in \mathcal{T}_{\Phi}(\mathcal{H}), \quad \forall A \in \mathcal{B}(\mathcal{H}), \forall T \in \mathcal{T}_{\Phi}(\mathcal{H}) \tag{202}
\end{equation*}
$$

Moreover, $\mathcal{T}_{\Phi}(\mathcal{H})$ is a two sided $*$-ideal in $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, i.e.,

$$
\begin{equation*}
T^{*} \in \mathcal{T}_{\Phi}(\mathcal{H}), \quad A T, T A \in \mathcal{T}_{\Phi}(\mathcal{H}), \quad \forall T \in \mathcal{T}_{\Phi}(\mathcal{H}), \quad \forall A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) . \tag{203}
\end{equation*}
$$

Proof. Let us prove property (202) of $\mathcal{T}_{\Phi}(\mathcal{H})$. Since $A \in \mathcal{B}(\mathcal{H})$ and $T \in \mathcal{T}_{\Phi}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$, we have that $S=A T \in \mathcal{B}(\mathcal{H})$ and

$$
\begin{equation*}
A=\mathrm{op}_{\Phi}\left(A_{l m}\right), T=\mathrm{op}_{\Phi}\left(T_{m n}\right) \quad \Longrightarrow \quad S=\mathrm{op}_{\Phi}\left(S_{l n}\right) \tag{204}
\end{equation*}
$$

where $S_{l n}=\sum_{m} A_{l m} T_{m n}$. Here, the infinite matrix $\left(A_{l m}\right)$ satisfies conditions (a) and (b) in Lemma 6.9, because $A$ is bounded (Theorem 4.2). Moreover, $\left(T_{m n}\right)$ satisfies condition (c) (by the definition of $\left.\mathcal{T}_{\Phi}(\mathcal{H})\right)$. Hence, by the same lemma, $\lim _{l+n} S_{l n}=0$; i.e., $S=A T \in \mathcal{T}_{\Phi}(\mathcal{H})$.

Let us now prove that $\mathcal{T}_{\Phi}(\mathcal{H})$ satisfies properties (203), as well. We have already shown that, if $T \in \mathcal{T}_{\Phi}(\mathcal{H})$, then $T^{*} \in \mathcal{T}_{\Phi}(\mathcal{H})$ too (Corollary 6.8).

Next, if, additionally, $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$, then $A T, A^{*} T^{*} \in \mathcal{T}_{\Phi}(\mathcal{H})$, so that

$$
\begin{equation*}
T A=\left(A^{*} T^{*}\right)^{*} \in \mathcal{T}_{\Phi}(\mathcal{H}) \tag{205}
\end{equation*}
$$

The proof is complete.
We will now derive two remarkable consequences of Theorem 6.10, the most important one is the following:

Corollary 6.11. For every pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$, we have that

$$
\begin{equation*}
\mathcal{T}_{\Phi}(\mathcal{H})=\mathcal{T}_{\Psi}(\mathcal{H}) \equiv \mathcal{T}(\mathcal{H}) \tag{206}
\end{equation*}
$$

Proof. Let $U$ be the unitary operator determined by condition (U2) in Theorem 5.14, i.e.,

$$
\begin{equation*}
U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, U \phi_{n}\right\rangle\right)=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \tag{207}
\end{equation*}
$$

Recalling that (T2) $\Longleftrightarrow(\mathrm{T} 3)$ (Proposition 6.7), we have:

$$
\begin{align*}
T \in \mathcal{T}_{\Phi}(\mathcal{H}) & \Longleftrightarrow U^{*} T U \in \mathcal{T}_{\Phi}(\mathcal{H}) \quad\left((203) \text { in Theorem 6.10, } U^{*}=U^{-1} \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})\right) \\
& \Longleftrightarrow T \in \mathcal{B}(\mathcal{H}), 0=\lim _{m+n}\left\langle\phi_{m}, U^{*} T U \phi_{n}\right\rangle=\lim _{m+n}\left\langle\psi_{m}, T \psi_{n}\right\rangle \\
& \Longleftrightarrow T \in \mathcal{T}_{\Psi}(\mathcal{H}) \tag{208}
\end{align*}
$$

Therefore, $\mathcal{T}_{\Psi}(\mathcal{H})=\mathcal{T}_{\Phi}(\mathcal{H})$, for any pair of orthonormal bases $\Phi, \Psi$ in $\mathcal{H}$.
Definition 6.12. We call an operator belonging to the two-sided $*$-ideal $\mathcal{T}(\mathcal{H})$ of $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ whose definition does not depend on the choice of an orthonormal basis in $\mathcal{H}$ (by Corollary 6.11) - a trace class operator. The linear space $\mathcal{T}(\mathcal{H})$ itself will be called the the trace class of $\mathcal{H}$.

We next obtain a second remarkable consequence of Theorem 6.10.
Corollary 6.13. Given a linear operator $T$ in $\mathcal{H}$, the following facts are equivalent:
(i) $T \in \mathcal{T}(\mathcal{H})$;
(ii) $T \in \mathcal{B}(\mathcal{H})$ and, for some pair $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}, \Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ of orthonormal bases, satisfies the condition that

$$
\begin{equation*}
\lim _{m+n}\left\langle\phi_{m}, T \psi_{n}\right\rangle=0 \tag{209}
\end{equation*}
$$

(iii) $T \in \mathcal{B}(\mathcal{H})$ and, for every pair $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}, \Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ of orthonormal bases in $\mathcal{H}$, satisfies condition (209).

Proof. Clearly, (iii) $\Longrightarrow$ (ii). Let us prove that (ii) $\Longrightarrow$ (i).
Assume that (ii) holds, and let $U$ be the unitary operator determined by

$$
\begin{equation*}
U \phi_{k}=\psi_{k}, \forall k \in \mathbb{N} ; \text { i.e., } U=\mathrm{op}_{\Phi}\left(\left\langle\phi_{m}, \psi_{n}\right\rangle\right) \tag{210}
\end{equation*}
$$

By (209) we have:

$$
\begin{equation*}
0=\lim _{m+n}\left\langle\phi_{m}, T \psi_{n}\right\rangle=\lim _{m+n}\left\langle\phi_{m}, T U \phi_{n}\right\rangle . \tag{211}
\end{equation*}
$$

Therefore, $T U \in \mathcal{T}(\mathcal{H})$ and, by Theorem 6.10, $T=(T U) U^{*} \in \mathcal{T}(\mathcal{H})$ too; i.e., (ii) $\Longrightarrow$ (i),
It is then sufficient to show that (i) $\Longrightarrow$ (iii), as well. Let $T \in \mathcal{T}(\mathcal{H})$ and let $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ be any pair of orthonormal bases in $\mathcal{H}$. We have:

$$
\begin{equation*}
\lim _{m+n}\left\langle\phi_{m}, T \psi_{n}\right\rangle=\lim _{m+n}\left\langle\phi_{m}, T U \phi_{n}\right\rangle=0 \tag{212}
\end{equation*}
$$

Here, $U$ is the unitary operator determined by (210), and we have used the fact that $T U \in \mathcal{T}(\mathcal{H})$ (Theorem 6.10).

Remark 6.14. Recalling Remark 6.5, the condition that $T \in \mathcal{B}(\mathcal{H})$ satisfies (209) is equivalent to the condition that the series

$$
\begin{equation*}
\sum_{m, n}\left\langle\phi_{m}, T \psi_{n}\right\rangle \tag{213}
\end{equation*}
$$

be convergent. This is reminiscent of the fact that, in a (infinite-dimensional, separable) complex Hilbert space $\mathcal{K}$,

$$
\begin{equation*}
T \in \mathcal{T}(\mathcal{K}) \Longleftrightarrow \sum_{m} \sum_{n}\left|\left\langle\eta_{m}, T \chi_{n}\right\rangle\right|<\infty \tag{214}
\end{equation*}
$$

for some - equivalently, for any - pair $\left\{\eta_{m}\right\}_{m \in \mathbb{N}},\left\{\chi_{n}\right\}_{n \in \mathbb{N}}$ of orthonormal bases in $\mathcal{K}$. This is probably the tightest connection that one can establish between the $p$-adic and the complex trace class. Recall indeed that, for a complex Hilbert space $\mathcal{K}$, one usually first defines the trace of a positive bounded operator (that may be finite or infinite). Then, the trace class $\mathcal{T}(\mathcal{K})$ is introduced as the set of all bounded operators $T$ such that their absolute value $|T|$ (the unique positive square root of $T^{*} T$ ) has a finite trace; see, e.g., 38. But this route cannot be pursued in the $p$-adic setting, because there is no natural notion of positivity for a bounded operator.

Having shown that the definition of the trace class $\mathcal{T}(\mathcal{H})$ does not depend on the choice of an orthonormal basis in $\mathcal{H}$, we now want to prove that, for every $T=\mathrm{op}_{\Phi}\left(T_{m n}\right) \in \mathcal{T}(\mathcal{H})$, the trace itself of $T$ - i.e., the the quantity (recall Proposition 6.6)

$$
\begin{equation*}
\operatorname{tr}_{\Phi}(T):=\sum_{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=\sum_{m} T_{m m} \in \mathbb{Q}_{p}(\sqrt{\mu}) \tag{215}
\end{equation*}
$$

- does not depend on the orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$. Thus, we can call $\operatorname{tr}(T) \equiv \operatorname{tr}_{\Phi}(T)$ the trace of the operator $T \in \mathcal{T}(\mathcal{H})$.

We first need to establish a technical fact.
Lemma 6.15. Given double sequences $\left\{x_{m n}\right\}_{m, n \in \mathbb{N}},\left\{y_{m n}\right\}_{m, n \in \mathbb{N}}$ in $\mathbb{Q}_{p}(\sqrt{\mu})$, the following facts hold true:
(i) $\lim _{m+n} x_{m n}=0$ and $\left|y_{m n}\right| \leq \alpha \in \mathbb{R}^{+}, \forall m, n \in \mathbb{N} \Longrightarrow \lim _{m+n} x_{m n} y_{m n}=0$.
(ii) If $\left\{x_{m n}\right\}_{m, n \in \mathbb{N}}$ is of the form $x_{m n}=y_{m} z_{n}$, where $\lim _{m} y_{m}=0=\lim _{n} z_{n}$, then

$$
\begin{equation*}
\lim _{m+n} x_{m n}=0 \tag{216}
\end{equation*}
$$

Proof. Claim (i) is obvious. Let us prove (ii).
Both the sequences $\left\{y_{m}\right\}_{m \in \mathbb{N}},\left\{z_{n}\right\}_{n \in \mathbb{N}}$ converge to zero; hence:

$$
\begin{equation*}
\lim _{m} x_{m n}=\lim _{m} y_{m} z_{n}=0, \text { for all } n \in \mathbb{N}, \text { and } \lim _{n} y_{m} z_{n}=0, \text { for all } m \in \mathbb{N} . \tag{217}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{m, n} x_{m n}=0, \quad(\text { Pringsheim limit }) \tag{218}
\end{equation*}
$$

because, $\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N}$ such that, if $m, n>\mathrm{N}$, then

$$
\begin{equation*}
\left|y_{m}\right|,\left|z_{n}\right|<\sqrt{\epsilon} \tag{219}
\end{equation*}
$$

so that $\left|x_{m n}\right|=\left|y_{m}\right|\left|z_{n}\right|<\epsilon$. As recalled in Remark 6.5, conditions (217) and (218) together entail that

$$
\begin{equation*}
\lim _{m+n} x_{m n}=0 \tag{220}
\end{equation*}
$$

which proves (ii).

Theorem 6.16. If $T \in \mathcal{T}(\mathcal{H})$, then, for any pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$, we have that

$$
\begin{equation*}
\operatorname{tr}_{\Phi}(T)=\operatorname{tr}_{\Psi}(T) \equiv \operatorname{tr}(T) \tag{221}
\end{equation*}
$$

Proof. Indeed, first note that

$$
\begin{equation*}
\operatorname{tr}_{\Phi}(T):=\sum_{m}\left\langle\phi_{m}, T \phi_{m}\right\rangle=\sum_{m} \sum_{n}\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \phi_{m}\right\rangle \tag{222}
\end{equation*}
$$

where we have used the expansion $\phi_{m}=\sum_{n}\left\langle\psi_{n}, \phi_{m}\right\rangle \psi_{n}$ and the continuity of the inner product. Since $\left|\left\langle\phi_{m}, \psi_{n}\right\rangle\right| \leq 1$, for all $m, n \in \mathbb{N}$, then, by the implication (i) $\Longrightarrow$ (ii) in Corollary 6.13, and by claim (i) of Lemma 6.15, we can argue that

$$
\begin{aligned}
T \in \mathcal{T}(\mathcal{H}) & \Longrightarrow \lim _{m+n}\left\langle\psi_{n}, T \phi_{m}\right\rangle=0 \quad \text { (Corollary 6.13) } \\
& \Longrightarrow \lim _{m+n}\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \phi_{m}\right\rangle=0 \quad \text { (Lemma 6.15). }
\end{aligned}
$$

Thus, as recalled in Remark 6.5 (see (188)), we can exchange the sums on the r.h.s. of (222), so obtaining

$$
\begin{align*}
\operatorname{tr}_{\Phi}(T) & =\sum_{n} \sum_{m}\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \phi_{m}\right\rangle \\
& =\sum_{n} \sum_{m}\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T\left(\sum_{k}\left\langle\psi_{k}, \phi_{m}\right\rangle \psi_{k}\right)\right\rangle \\
& =\sum_{n} \sum_{m} \sum_{k}\left\langle\psi_{k}, \phi_{m}\right\rangle\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \psi_{k}\right\rangle, \tag{223}
\end{align*}
$$

where, for the second equality, we have used the fact that $T \sum_{k}\left\langle\psi_{k}, \phi_{m}\right\rangle \psi_{k}=\sum_{k}\left\langle\psi_{k}, \phi_{m}\right\rangle\left(T \psi_{k}\right)$ ( $T$ being bounded) and, once again, the continuity of the inner product.

Next, since $\left|\left\langle\psi_{k}, \phi_{m}\right\rangle\right| \leq 1$, for all $k, m \in \mathbb{N}, \lim _{m}\left\langle\phi_{m}, \psi_{n}\right\rangle=0$, for all $n \in \mathbb{N}$, and

$$
\begin{equation*}
\lim _{k}\left\langle\psi_{n}, T \psi_{k}\right\rangle=\lim _{k}\left\langle T^{*} \psi_{n}, \psi_{k}\right\rangle=0, \quad \forall n \in \mathbb{N} \tag{224}
\end{equation*}
$$

$T$ being (of trace class, hence) adjointable, we have:

$$
\begin{aligned}
& \lim _{m+k}\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \psi_{k}\right\rangle=0, \quad \forall n \in \mathbb{N}, \quad \text { (by point (ii) of Lemma 6.15) } \\
\Longrightarrow & \lim _{m+k}\left\langle\psi_{k}, \phi_{m}\right\rangle\left\langle\phi_{m}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \psi_{k}\right\rangle=0, \quad \forall n \in \mathbb{N} . \quad \text { (by point (i) of Lemma 6.15) }
\end{aligned}
$$

Therefore, it is further possible to exchange the sums over $m$ and $k$ in the last line of (223).
Eventually, we obtain that

$$
\begin{align*}
\operatorname{tr}_{\Phi}(T) & =\sum_{n} \sum_{k}\left(\sum_{m}\left\langle\psi_{k}, \phi_{m}\right\rangle\left\langle\phi_{m}, \psi_{n}\right\rangle\right)\left\langle\psi_{n}, T \psi_{k}\right\rangle \\
& =\sum_{n} \sum_{k}\left\langle\psi_{k}, \psi_{n}\right\rangle\left\langle\psi_{n}, T \psi_{k}\right\rangle \\
& =\sum_{n} \sum_{k} \delta_{n k}\left\langle\psi_{n}, T \psi_{k}\right\rangle \\
& =\sum_{n}\left\langle\psi_{n}, T \psi_{n}\right\rangle=: \operatorname{tr}_{\Psi}(T) . \tag{225}
\end{align*}
$$

Here, for obtaining the second equality we have exploited the (very familiar, in a complex Hilbert space) relation $\sum_{m}\left\langle\psi_{k}, \phi_{m}\right\rangle\left\langle\phi_{m}, \psi_{n}\right\rangle=\left\langle\psi_{k}, \psi_{n}\right\rangle$, which, in the $p$-adic setting, is provided by the last line of (49).

The trace enjoys the following remarkable properties:
Proposition 6.17. Given trace class operators $S, T \in \mathcal{T}(\mathcal{H})$, we have:
(P1) $\operatorname{tr}(S+T)=\operatorname{tr}(S)+\operatorname{tr}(T)$, and $\operatorname{tr}(\alpha T)=\alpha \operatorname{tr}(T)$, for all $\alpha \in \mathbb{Q}_{p}(\sqrt{\mu})$, i.e., the trace $\operatorname{tr}: \mathcal{T}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ is a linear functional;
(P2) $\operatorname{tr}\left(T^{*}\right)=\overline{\operatorname{tr}(T)}$;
(P3) for every unitary operator $U \in \mathcal{U}(\mathcal{H}), \operatorname{tr}\left(U T U^{*}\right)=\operatorname{tr}(T)$.
Proof. The linearity of the trace is clear. Let us prove property (P2),
Let $\Phi \equiv\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ be any orthonormal basis in $\mathcal{H}$. Then, we have:

$$
\begin{equation*}
\operatorname{tr}\left(T^{*}\right)=\sum_{n}\left\langle\phi_{n}, T^{*} \phi_{n}\right\rangle=\sum_{n}\left\langle T \phi_{n}, \phi_{n}\right\rangle=\sum_{n} \overline{\left\langle\phi_{n}, T \phi_{n}\right\rangle}=\overline{\sum_{n}\left\langle\phi_{n}, T \phi_{n}\right\rangle}=\overline{\operatorname{tr}(T)} \tag{226}
\end{equation*}
$$

Moreover, for every unitary operator $U \in \mathcal{U}(\mathcal{H})$,

$$
\begin{equation*}
\operatorname{tr}\left(U T U^{*}\right)=\sum_{n}\left\langle\phi_{n}, U T U^{*} \phi_{n}\right\rangle=\sum_{n}\left\langle\psi_{n}, T \psi_{n}\right\rangle=\operatorname{tr}(T) \tag{227}
\end{equation*}
$$

where we have used the fact that $U^{*}$ is a unitary operator too, so that, by point (U8) of Theorem 5.14, $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}=\left\{U^{*} \phi_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis.

### 6.3 The cyclic property

The reader will have noticed that in Proposition 6.17 are listed all the main properties of the trace - say, in a complex Hilbert space - except the 'cyclic property'. We are now going to show that the $p$-adic trace possesses this important property too, provided that the domain of the map $\operatorname{tr}(\cdot)$ be suitably extended (for the sake of simplicity, we will denote the extended map by the same symbol).

In fact, recalling the first assertion of Theorem 6.10, $\mathcal{T}(\mathcal{H})$ is a left - but not a right ideal in $\mathcal{B}(\mathcal{H})(\operatorname{dim}(\mathcal{H})=\infty)$. Let us better clarify this point by means of an explicit example.

Example 6.18. Let $B \in \mathcal{B}(\mathcal{H})$ a bounded operator that is not adjointable, and let $\chi \in \mathcal{H}$ a (nonzero) vector such that $\chi \notin \operatorname{dom}\left(B^{\dagger}\right)$, where $B^{\dagger}$ is the pseudo-adjoint of $B$. For every $\phi \in \mathcal{H}$, such that $\langle\phi, \phi\rangle=1$ (e.g., an element of an orthonormal basis), we can consider the trace class operator $T=|\phi\rangle\langle\chi| \in \mathcal{T}(\mathcal{H})$. Let us show that the bounded operator $T B \in \mathcal{B}(\mathcal{H})$ is not a trace class operator. Indeed, for every $\psi \in \mathcal{H}$, we have: $\langle\phi, T B \psi\rangle=\langle\chi, B \psi\rangle$. Now, since $\chi \notin \operatorname{dom}\left(B^{\dagger}\right)$, there is no vector $\eta \in \mathcal{H}$ such that $\langle\eta, \psi\rangle=\langle\chi, B \psi\rangle=\langle\phi, T B \psi\rangle$, for all $\psi \in \mathcal{H}$; otherwise stated, $\phi \notin \operatorname{dom}\left((T B)^{\dagger}\right)$. Therefore, (whereas $B T=|B \phi\rangle\langle\chi| \in \mathcal{T}(\mathcal{H})$ ) $T B \notin \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \supset \mathcal{T}(\mathcal{H})$, and this fact entails that $\mathcal{T}(\mathcal{H})$ is not a right ideal in $\mathcal{B}(\mathcal{H})$.

By the previous discussion, in order to derive, in the p-adic setting, the cyclic property of the trace, we need to introduce a new class of operators that we will call the weak trace class.

Definition 6.19. We say that a bounded operator $A \in \mathcal{B}(\mathcal{H})$ is uniformly traceable if it is traceable with respect to every orthonormal basis in $\mathcal{H}$ and, moreover,

$$
\begin{equation*}
\operatorname{tr}_{\Phi}(A)=\operatorname{tr}_{\Psi}(A) \equiv \operatorname{tr}(A) \tag{228}
\end{equation*}
$$

for every pair of orthonormal bases $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ and $\Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathcal{H}$.
It is clear that the set of all uniformly traceable operators in $\mathcal{H}$ form a linear subspace $\mathcal{T}_{\mathrm{w}}(\mathcal{H})$ of $\mathcal{B}(\mathcal{H})$, which is precisely the weak trace class of $\mathcal{H}$.

Remark 6.20. Let $\mathcal{K}$ be a (separable) complex Hilbert space, with $\operatorname{dim}(\mathcal{K})=\infty$. It is well known that a bonded operator $A \in \mathcal{B}(\mathcal{K})$ is of trace class iff it is uniformly traceable; i.e., iff the series

$$
\begin{equation*}
\sum_{m}\left\langle\chi_{m}, A \chi_{m}\right\rangle \tag{229}
\end{equation*}
$$

converges to a unique limit for every orthonormal basis $\left\{\chi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{K}$ (see, e.g., Proposition 4.42 of [60]). It turns out that - see Remark 6.37 below - this property does not hold true for a $p$-adic Hilbert space; namely, $\mathcal{T}_{\mathrm{w}}(\mathcal{H}) \supsetneq \mathcal{T}(\mathcal{H})(\operatorname{dim}(\mathcal{H})=\infty)$.

Proposition 6.21 (Cyclic property of the trace). For every bounded operator $B \in \mathcal{B}(\mathcal{H})$ and for every trace class operator $T \in \mathcal{T}(\mathcal{H})$, we have that

$$
\begin{equation*}
B T \in \mathcal{T}(\mathcal{H}) \subset \mathcal{T}_{\mathrm{w}}(\mathcal{H}) \quad \text { and } \quad T B \in \mathcal{T}_{\mathrm{w}}(\mathcal{H}) \tag{230}
\end{equation*}
$$

Moreover, we have:

$$
\begin{equation*}
\operatorname{tr}(B T)=\operatorname{tr}(T B) \tag{231}
\end{equation*}
$$

Proof. We have already shown that $B T \in \mathcal{T}(\mathcal{H})$, because $\mathcal{T}(\mathcal{H})$ is a left ideal in $\mathcal{B}(\mathcal{H})$ (see Theorem 6.10, where $\left.\mathcal{T}_{\Phi}(\mathcal{H}) \equiv \mathcal{T}(\mathcal{H})\right)$. Then, we have:

$$
\begin{align*}
\operatorname{tr}(B T) & =\sum_{m}\left\langle\phi_{m}, B T \phi_{m}\right\rangle \\
& \left.=\sum_{m}\left\langle\phi_{m}, B\left(\sum_{n}\left\langle\psi_{n}, T \phi_{m}\right\rangle \psi_{n}\right)\right\rangle \quad \text { (because } T \phi_{m}=\sum_{n}\left\langle\psi_{n}, T \phi_{m}\right\rangle \psi_{n}\right) \\
& =\sum_{m} \sum_{n}\left\langle\phi_{m}, B \psi_{n}\right\rangle\left\langle\psi_{n}, T \phi_{m}\right\rangle, \quad \text { (continuity of } B \text { and of the inner product) } \tag{232}
\end{align*}
$$

where $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}, \Psi \equiv\left\{\psi_{n}\right\}_{n \in \mathbb{N}}$ is any pair of orthonormal bases in $\mathcal{H}$.
Note that

$$
\begin{equation*}
\left|\left\langle\phi_{m}, B \psi_{n}\right\rangle\right| \leq\|B\|, \forall m, n \in \mathbb{N}, \text { and } \lim _{m+n}\left\langle\psi_{n}, T \phi_{m}\right\rangle=0 \tag{233}
\end{equation*}
$$

Hence, by point (i) of Lemma 6.15, we have:

$$
\begin{equation*}
\lim _{m+n}\left\langle\phi_{m}, B \psi_{n}\right\rangle\left\langle\psi_{n}, T \phi_{m}\right\rangle=0 \tag{234}
\end{equation*}
$$

By (234), we can exchange the sums in the last line of (232), so obtaining

$$
\begin{align*}
\operatorname{tr}(B T) & =\sum_{n} \sum_{m}\left\langle\psi_{n}, T \phi_{m}\right\rangle\left\langle\phi_{m}, B \psi_{n}\right\rangle \\
& =\sum_{n}\left\langle\psi_{n}, T\left(\sum_{m}\left\langle\phi_{m}, B \psi_{n}\right\rangle \phi_{m}\right)\right\rangle \\
& =\sum_{n}\left\langle\psi_{n}, T B \psi_{n}\right\rangle=\operatorname{tr}_{\Psi}(T B) \tag{235}
\end{align*}
$$

By the arbitrariness of the orthonormal basis $\Psi$ in $\mathcal{H}$, we conclude that $T B \in \mathcal{T}_{\mathrm{w}}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$ and $\operatorname{tr}(T B)=\operatorname{tr}_{\Psi}(T B)=\operatorname{tr}(B T)$.

Remark 6.22. The inclusion relation

$$
\begin{equation*}
T B \subset \mathcal{T}_{\mathrm{w}}(\mathcal{H}), \quad \forall T \in \mathcal{T}(\mathcal{H}), \quad \forall B \in \mathcal{B}(\mathcal{H}) \tag{236}
\end{equation*}
$$

is a manifestation of the fact that $T B$ is a compact operator; see Corollary 6.30 below. In particular, the (non-adjointable, bounded) operator $T B$ constructed in Example 6.18 is compact.

Proposition 6.23. For every bounded operator $B \in \mathcal{B}(\mathcal{H})$ and for every trace class operator $T \in \mathcal{T}(\mathcal{H})$, we have that

$$
\begin{equation*}
|\operatorname{tr}(B T)|=|\operatorname{tr}(T B)| \leq\|B\|\|T\| \quad \text { and } \quad|\operatorname{tr}(T)| \leq\|T\| . \tag{237}
\end{equation*}
$$

Proof. In fact, given any orthonormal basis $\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H},|\operatorname{tr}(B T)|=\left|\sum_{m}\left\langle\phi_{m}, B T \phi_{m}\right\rangle\right| \leq$ $\max _{m \in \mathbb{N}}\left|\left\langle\phi_{m}, B T \phi_{m}\right\rangle\right| \leq \max _{m \in \mathbb{N}}\left\|B T \phi_{m}\right\| \leq\|B\|\|T\|$. In particular, putting $B=$ Id, we obtain also the second inequality in (237).

Corollary 6.24. The linear functional $\operatorname{tr}(\cdot): \mathcal{T}(\mathcal{H}) \ni T \mapsto \operatorname{tr}(T) \in \mathbb{Q}_{p}(\sqrt{\mu})$ is bounded and $\|\operatorname{tr}(\cdot)\|=1$.

Proof. By the second inequality in (237) the functional $\operatorname{tr}(\cdot)$ is bounded and $\|\operatorname{tr}(\cdot)\| \leq 1$. If $\phi$ is an element of an orthonormal basis in $\mathcal{H}$, then $|\operatorname{tr}(|\phi\rangle\langle\phi|)|=1=\||\phi\rangle\langle\phi| \|$, so that the previous inequality is saturated.

### 6.4 Trace class operators as compact operators

As is well known, the trace class operators in a (infinite-dimensional, separable) complex Hilbert space $\mathcal{K}$ form a Banach space, when endowed with the trace norm. This space is embedded in the Hilbert space of all Hilbert-Schmidt operators in $\mathcal{K}$ (endowed with the Hilbert-Schmidt product). The closure - w.r.t. the operator norm - of these spaces coincides with the closure of the linear space of all finite rank operators in $\mathcal{K}$; namely, with the Banach space of compact operators, which is the only proper closed two-sided ideal in the Banach algebra of bounded operators. In particular, the trace class of $\mathcal{K}$ is not closed w.r.t. the operator norm $(\operatorname{dim}(\mathcal{K})=\infty)$. See, e.g., the standard references [38, 39, 58,60 .

As the reader may expect, this familiar picture keeps some of its main features - but also requires some essential modification - when switching to a (infinite-dimensional) $p$-adic Hilbert space $\mathcal{H}$.

As above, for the sake of simplicity, we will assume that $\operatorname{dim}(\mathcal{H})=\infty$, but all subsequent results (and their proofs) remain valid - with obvious adaptations, and even if possibly getting trivial - in the finite-dimensional setting. E.g., the 'canonical decomposition' of an adjointable compact operator - see Corollary 6.31 below - holds true in the case where $\operatorname{dim}(\mathcal{H})<\infty$ and $\mathcal{T}(\mathcal{H})=\mathcal{C}(\mathcal{H})=\mathcal{B}_{\text {ad }}(\mathcal{H})=\mathcal{B}(\mathcal{H})$ is just the space $\operatorname{Lin}(\mathcal{H})$ of all linear operators in $\mathcal{H}$.

Definition 6.25. An all-over linear operator $C$ in $\mathcal{H}$ is said to be compact if $C \mathcal{H}_{1}$ - where $\mathcal{H}_{1}$ is the unit ball in $\mathcal{H}: \mathcal{H}_{1}:=\{\psi \in \mathcal{H}:\|\psi\| \leq 1\}$ - is a precompact subset of $\mathcal{H}$ (namely, if $C \mathcal{H}_{1}$ has a compact closure).

Remark 6.26. In formulating the previous definition, we have taken into account the fact that $\mathbb{Q}_{p}(\sqrt{\mu})$ is locally compact, because, in this case, the compactoid subsets of $\mathcal{H}$ coincide with the precompact subsets. See Chapt. 4 of [45]; in particular, Sect. 4.5 and the subsequent definition of a compact operator in the non-Archimedean setting (also see the seminal paper [62]).

Remark 6.27. From Definition 6.25 it is clear that the linear space $\mathscr{F}(\mathcal{H})$ of all finite-rank operators - the linear operators in $\mathcal{H}$ having finite-dimensional range spaces - consists of compact operators.

Theorem 6.28. The $\operatorname{set} \mathcal{C}(\mathcal{H})$ of all compact operators in $\mathcal{H}$ is a closed linear subspace of $\mathcal{B}(\mathcal{H})$. Specifically, $\mathcal{C}(\mathcal{H})$ is the closure of the linear subspace $\mathscr{F}(\mathcal{H})$ of all finite rank operators in $\mathcal{H}$. Moreover, $\mathcal{C}(\mathcal{H})$ is the only proper closed two-sided ideal in $\mathcal{B}(\mathcal{H})$.

Given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, a bounded operator $A=\mathrm{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{B}(\mathcal{H})$ $-A_{m n}=\left\langle\phi_{m}, A \phi_{n}\right\rangle-$ is compact iff

$$
\begin{equation*}
\lim _{m}\left(\sup _{n \in \mathbb{N}}\left|A_{m n}\right|\right)=0 . \tag{238}
\end{equation*}
$$

Every compact operator $C \in \mathcal{C}(\mathcal{H})$ can be expressed as

$$
\begin{equation*}
C=\sum_{j \in J} \lambda_{j} e_{j} \odot \widetilde{e}_{j}, \tag{239}
\end{equation*}
$$

where $J=\{1,2, \ldots\}$ is a countable index set and

- $\left\{\lambda_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})$ - for $C \neq 0$, we assume that $\left\{\lambda_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})^{*} \equiv \mathbb{Q}_{p}(\sqrt{\mu}) \backslash\{0\}$ and, if $J=\mathbb{N}, \lim _{j} \lambda_{j}=0$;
- $\left\{e_{j}\right\}_{j \in J}$ and $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ are contained in $\mathcal{H}$ and $\mathcal{H}^{\prime}$, respectively, with $\left\|e_{j}\right\|=\left\|\widetilde{e}_{j}\right\|=1$;
- $\left\{e_{j}\right\}_{j \in J}$ is a (normalized) norm-orthogonal system in $\mathcal{H}$;
- $e_{j} \odot \widetilde{e}_{j}: \mathcal{H} \rightarrow \mathcal{H}$ is the bounded operator defined by $\left(e_{j} \odot \widetilde{e}_{j}\right) \psi:=\widetilde{e}_{j}(\psi) e_{j}$, and the sum in (239) - whenever $J$ is not finite - converges w.r.t. the norm topology.

In particular, the norm-orthogonal system $\left\{e_{j}\right\}_{j \in J}$ can be chosen to be contained in any orthonormal basis in $\mathcal{H}$.

Conversely, every operator $C$ of the previous form - i.e., such that $C \psi=\sum_{j \in J} \lambda_{j} \widetilde{e}_{j}(\psi) e_{j}$, for all $\psi \in \mathcal{H}$, with $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ as specified above - is compact.

Proof. For the first two assertions, see Chapt. 4 of [45]; in particular, Theorem 4.39 and the subsequent discussion. For the third assertion, since the valuation group $\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$ is discrete, we can apply Theorem 5 and Corollary 6 of [61].

Let us prove the fourth assertion. Given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, let $A=\mathrm{op}_{\Phi}\left(A_{m n}\right)$ be a bounded operator. By the first series expansion in (93), for every vector $\psi \in \mathcal{H}$, we have:

$$
\begin{equation*}
A \psi=\sum_{m}\left(\sum_{n} A_{m n}\left\langle\phi_{n}, \psi\right\rangle\right) \phi_{m}, \quad \text { where } \xi^{(m)} \equiv\left\{A_{m n}\right\}_{n \in \mathbb{N}} \in \ell^{\infty}, \text { for all } n \in \mathbb{N} . \tag{240}
\end{equation*}
$$

Therefore, putting

$$
\begin{equation*}
\tilde{f}_{m}=\mathcal{L}_{\Phi}\left(\xi^{(m)}\right)=\sum_{n \in \mathbb{N}} A_{m n}\left\langle\phi_{n}, \cdot\right\rangle \tag{241}
\end{equation*}
$$

- where $\mathcal{L}_{\Phi}: \ell^{\infty} \rightarrow \mathcal{H}^{\prime}$ is the surjective isometry defined by (71), and convergence of the series w.r.t. the weak*-topology is understood - we obtain that, for every $\psi \in \mathcal{H}, A \psi=\sum_{m} \widetilde{f}_{m}(\psi) \phi_{m}$, with $\left\|\widetilde{f}_{m}\right\|=\left\|\xi^{(m)}\right\|_{\infty}=\sup _{n \in \mathbb{N}}\left|A_{m n}\right|$. Moreover, by the corollary after Proposition 4 of 62], we conclude that $A$ is compact iff $0=\lim _{m}\left\|\tilde{f}_{m}\right\|=\lim _{m}\left(\sup _{n \in \mathbb{N}}\left|A_{m n}\right|\right)$.

Decomposition (239) of a compact operator is essentially the equivalence of points $(\alpha)$ and $(\varepsilon)$ in Theorem 4.40 of [45], but with some improvement that requires a suitable modification of the proof therein. We outline the modified proof.

Let $C$ be a compact operator in $\mathcal{H}$, and let us assume that $C \neq 0$ (otherwise, there is nothing to prove). By the preceding part of the proof, we argue that $C$ can be expressed in the form

$$
\begin{equation*}
C \psi=\sum_{j \in J} \widetilde{f}_{j}(\psi) e_{j}, \quad \forall \psi \in \mathcal{H}, \tag{242}
\end{equation*}
$$

where $J=\{1,2, \ldots\}$ is a countable index set, $\tilde{f}_{j}: \mathcal{H} \rightarrow \mathbb{Q}_{p}(\sqrt{\mu}), j \in J$, is a nonzero bounded linear functional - if $J=\mathbb{N}$, such that $\lim _{j}\left\|\widetilde{f}_{j}\right\|=0-$ and $\left\{e_{j}\right\}_{j \in J}$ is a normalized normorthogonal system (in particular, it can be chosen to be a contained in any orthonormal basis). Taking into account that $\|\mathcal{H}\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$, there is a subset $\left\{\lambda_{j}\right\}_{j \in J}$ of $\mathbb{Q}_{p}(\sqrt{\mu})$ such that $0<\left|\lambda_{j}\right|=\left\|\widetilde{f}_{j}\right\|$. It is then sufficient to put

$$
\begin{equation*}
\widetilde{e}_{j}:=\frac{1}{\lambda_{j}} \widetilde{f}_{j} \tag{243}
\end{equation*}
$$

- where $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ is a set of normalized functionals in $\mathcal{H}^{\prime}$ and, if $J=\mathbb{N}, \lim _{j} \lambda_{j}=0$ - to obtain decomposition (239) from (242).

We stress that, for $J=\mathbb{N}$, since $\left\|e_{j} \odot \widetilde{e}_{j}\right\| \leq 1$ - and, hence, $\lim _{j}\left|\lambda_{j}\right|\left\|e_{j} \odot \widetilde{e}_{j}\right\|=0$ - the series in (239) converges not only w.r.t. the strong operator topology, but also w.r.t. the norm topology.

Conversely, every linear operator $C$ of the form $C=\sum_{j \in J} \lambda_{j} e_{j} \odot \widetilde{e}_{j}-$ with $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ as above (in particular, $\left\|e_{j}\right\|=\left\|\widetilde{e}_{j}\right\|=1$ and, if $J=\mathbb{N}, \lim _{j}\left|\lambda_{j}\right|=0$ ) - is compact, because it is the norm-limit of a sequence of finite rank operators.

From Theorem 6.28 we derive three important consequences.
Corollary 6.29. Given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, a matrix operator $A=\mathrm{op}_{\Phi}\left(A_{m n}\right)$ in $\mathcal{H}$ is compact iff
(C1) $\sup _{m, n}\left|A_{m n}\right|<\infty$,
(C2) $\lim _{m} A_{m n}=0, \forall n \in \mathbb{N}$,
(C3) $\lim _{m, n} A_{m n}=0$ (Pringsheim limit).
Proof. If $A=\operatorname{op}_{\Phi}\left(A_{m n}\right)$ is compact, then it is bounded, so that, by Theorem 4.2, it satisfies conditions (C1) and (C2). Moreover, it must satisfy condition (238) in Theorem 6.28, as well. The latter condition is easily shown to be equivalent to the pair of conditions formed by (C2) (once again) and (C3). Conversely, if $A=\mathrm{op}_{\Phi}\left(A_{m n}\right)$ satisfies conditions (C1) (C3), then it is bounded and verifies condition (238), as well; hence, by the fourth assertion of Theorem 6.28, it is compact.

Corollary 6.30. Every compact operator $C$ in $\mathcal{H}$ is uniformly traceable - i.e., $\mathcal{C}(\mathcal{H}) \subset \mathcal{T}_{\mathrm{w}}(\mathcal{H})$ - and, with $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ as in Theorem 6.28,

$$
\begin{equation*}
C=\sum_{j \in J} \lambda_{j} e_{j} \odot \widetilde{e}_{j} \Longrightarrow \operatorname{tr}(C)=\sum_{j \in J} \lambda_{j} \widetilde{e}_{j}\left(e_{j}\right) \tag{244}
\end{equation*}
$$

Proof. For any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, we have

$$
\begin{equation*}
\lim _{m+j} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)=0 \tag{245}
\end{equation*}
$$

because $\left(\lim _{m}\left\langle\phi_{m}, e_{j}\right\rangle=0 \Longrightarrow\right) \lim _{m} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)=0$, for all $j \in \mathbb{N}$, and, moreover, $\lim _{j} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)=0$ uniformly in $m \in \mathbb{N}\left(\left|\lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)\right| \leq\left|\lambda_{j}\right|\right)$; see relation (190) in Remark 6.5. It follows that, if $J=\mathbb{N}$, the double series $\sum_{j, m \in \mathbb{N}} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)$ is convergent
and its sum coincides with the sum of both the iterated series (Remark 6.5); hence:

$$
\begin{align*}
\sum_{j \in \mathbb{N}} \lambda_{j} \widetilde{e}_{j}\left(e_{j}\right) & =\sum_{j \in \mathbb{N}} \lambda_{j} \widetilde{e}_{j}\left(\sum_{m \in \mathbb{N}}\left\langle\phi_{m}, e_{j}\right\rangle \phi_{m}\right) \\
& =\sum_{j \in \mathbb{N}} \sum_{m \in \mathbb{N}} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right) \\
& =\sum_{j, m \in \mathbb{N}} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)=\sum_{m \in \mathbb{N}} \sum_{j \in \mathbb{N}} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle \widetilde{e}_{j}\left(\phi_{m}\right)=\operatorname{tr}_{\Phi}(C) \tag{246}
\end{align*}
$$

Here, the second equality follows from the continuity of the functional $\widetilde{e}_{j}$, whereas for the last equality we have used the decomposition of $C$ (converging w.r.t. the norm topology) and the continuity of the inner product. Clearly, in the case where $J=\{1,2, \ldots\}$ is a finite subset of $\mathbb{N}$, one can freely exchange the finite sum with the series, so obtaining the same result.

Now, since the quantity $\operatorname{tr}_{\Phi}(C)=\sum_{j \in J} \lambda_{j} \widetilde{e}_{j}\left(e_{j}\right)$ does not depend on the choice of the orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, it turns out that every compact operator $C$ in $\mathcal{H}$ is uniformly traceable and relation (244) holds true.

Corollary 6.31. Every compact operator $C$ in $\mathcal{H}$, belonging to the closed subspace

$$
\begin{equation*}
\mathcal{C}_{\mathrm{ad}}(\mathcal{H}):=\mathcal{C}(\mathcal{H}) \cap \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \tag{247}
\end{equation*}
$$

of $\mathcal{C}(\mathcal{H})$, can be expressed in the form

$$
\begin{equation*}
C=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|, \tag{248}
\end{equation*}
$$

where $J=\{1,2, \ldots\}$ is a countable index set and

- $\left\{\lambda_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})-$ for $C \neq 0$, we assume that $\left\{\lambda_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})^{*}-$ and, if $J=\mathbb{N}$, $\lim _{j} \lambda_{j}=0$;
- both the sets $\left\{e_{j}\right\}_{j \in J}$ and $\left\{f_{j}\right\}_{j \in J}$ are contained in $\mathcal{H}$, with $\left\|e_{j}\right\|=\left\|f_{j}\right\|=1$;
- $\left\{e_{j}\right\}_{j \in J}$ - or $\left\{f_{j}\right\}_{j \in J}$ - is a (normalized) norm-orthogonal system in $\mathcal{H}$;
- $\left|e_{j}\right\rangle\left\langle f_{j}\right|: \mathcal{H} \rightarrow \mathcal{H}$ is the bounded operator defined by $\left(\left|e_{j}\right\rangle\left\langle f_{j}\right|\right) \psi:=\left\langle f_{j}, \psi\right\rangle e_{j}$, and the sum in (239) - whenever $J$ is not finite - converges w.r.t. the norm topology.

In particular, the norm-orthogonal set $\left\{e_{j}\right\}_{j \in J}$ - alternatively, the norm-orthogonal set $\left\{f_{j}\right\}_{j \in J}$ - can be chosen to be contained in any orthonormal basis in $\mathcal{H}$.

Conversely, every operator $C$ of the previous form - i.e., such that $C \psi=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, \psi\right\rangle e_{j}$, for all $\psi \in \mathcal{H}$, with $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{f_{j}\right\}_{j \in J}$ as specified above - belongs to $\mathcal{C}_{\text {ad }}(\mathcal{H})$.

Finally, $\mathcal{C}_{\mathrm{ad}}(\mathcal{H})$ is a two-sided $*$-ideal in $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$.
Proof. Let $C$ be an adjointable compact operator in $\mathcal{H}$. Then, by Theorem 6.28, we have that $C=\sum_{j \in J} \lambda_{j} e_{j} \odot \widetilde{e}_{j}$, with $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ as specified therein.

It is easy to check that the generalized adjoint $C^{\prime} \in \mathcal{B}\left(\mathcal{H}^{\prime}\right)$ is given by

$$
\begin{equation*}
C^{\prime}=\sum_{j \in J} \lambda_{j} \widetilde{e}_{j} \odot\left(\mathcal{I}_{\mathcal{H}} e_{j}\right), \quad\left(\mathcal{I}_{\mathcal{H}} e_{j} \in \mathcal{H}^{\prime \prime}\right) \tag{249}
\end{equation*}
$$

Here, $\mathcal{I}_{\mathcal{H}}: \mathcal{H} \rightarrow \mathcal{H}^{\prime \prime}$ is the isometry defined by (73) and the operator $\widetilde{e}_{j} \odot\left(\mathcal{I}_{\mathcal{H}} e_{j}\right): \mathcal{H}^{\prime} \rightarrow \mathcal{H}^{\prime}$ is of the form $\left(\widetilde{e}_{j} \odot\left(\mathcal{I}_{\mathcal{H}} e_{j}\right)\right) \phi^{\prime}=\left(\left(\mathcal{I}_{\mathcal{H}} e_{j}\right)\left(\phi^{\prime}\right)\right) \widetilde{e}_{j}=\phi^{\prime}\left(e_{j}\right) \widetilde{e}_{j}$, for all $\phi^{\prime} \in \mathcal{H}^{\prime}$; moreover, for $J=\mathbb{N}$, the series converges in $\mathcal{B}\left(\mathcal{H}^{\prime}\right)$ w.r.t. the norm topology (because $\left\|\widetilde{e}_{j} \odot\left(\mathcal{I}_{\mathcal{H}} e_{j}\right)\right\|=1$ and, hence,
$\left.\lim _{j}\left|\lambda_{j}\right|\left\|\widetilde{e}_{j} \odot\left(\mathcal{I}_{\mathcal{H}} e_{j}\right)\right\|=0\right)$. Since $C$ is adjointable, by Corollary 4.10, $C^{\prime}$ is a dual Hahn-Banach extension of the proper adjoint $C^{*}$ of $C$.

Let us assume that, in particular, the set $\left\{e_{j}\right\}_{j \in J}$ is contained in any - arbitrarily chosen, by one of the assertions of Theorem 6.28- orthonormal basis. It follows that, for every $k \in J$,

$$
\begin{equation*}
\left(C^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)\left(e_{k}\right)=\sum_{j \in J} \lambda_{j}\left\langle e_{k}, e_{j}\right\rangle \widetilde{e}_{j}=\lambda_{k} \widetilde{e}_{k} \in \mathcal{J}_{\mathcal{H}}\left(\operatorname{ran}\left(C^{*}\right)\right) \subset \mathcal{J}_{\mathcal{H}}(\mathcal{H}) . \tag{250}
\end{equation*}
$$

(Recall that $\mathcal{J}_{\mathcal{H}}: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ is the conjugate-linear isometry defined by (70) and the intertwining relation $A^{\prime} \circ \mathcal{J}_{\mathcal{H}}=\mathcal{J}_{\mathcal{H}} \circ C^{*}$ holds.) Therefore, $\left\{\widetilde{e}_{j}\right\}_{j \in J} \subset \operatorname{ran}\left(\mathcal{J}_{\mathcal{H}}\right)$.

Observe now that, defining $f_{j} \in \mathcal{H}$ by

$$
\begin{equation*}
\mathcal{J}_{\mathcal{H}} f_{j}=\widetilde{e}_{j} \in \operatorname{ran}\left(\mathcal{J}_{\mathcal{H}}\right), \quad \forall j \in J \tag{251}
\end{equation*}
$$

- where the vectors $\left\{f_{j}\right\}_{j \in J} \subset \mathcal{H}$ are uniquely determined by the functionals $\left\{\widetilde{e}_{j}\right\}_{j \in J}$ and $\left\|f_{j}\right\|=\left\|\widetilde{e}_{j}\right\|=1$, because $\mathcal{J}_{\mathcal{H}}$ is a (conjugate-linear) isometry - we can introduce the bounded operator

$$
\begin{equation*}
D=\sum_{j \in J} \overline{\lambda_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right| . \tag{252}
\end{equation*}
$$

Here, if $J=\mathbb{N}$, the series converges w.r.t. the norm topology, and $D$ is both compact and adjointable (being the norm-limit of a sequence of adjointable finite rank operators). Then, we have:

$$
\begin{equation*}
\left(C^{\prime} \circ \mathcal{J}_{\mathcal{H}}\right)(\psi)=\sum_{j \in J} \lambda_{j}\left\langle\psi, e_{j}\right\rangle \widetilde{e}_{j}=\sum_{j \in J} \lambda_{j} \overline{\left\langle e_{j}, \psi\right\rangle} \mathcal{J}_{\mathcal{H}} f_{j}=\left(\mathcal{J}_{\mathcal{H}} \circ D\right)(\psi), \quad \forall \psi \in \mathcal{H} \tag{253}
\end{equation*}
$$

Hence, by the second assertion of Corollary 4.10, $\mathcal{C}_{\text {ad }}(\mathcal{H}) \ni D=C^{*}$ and, using the continuity of the adjoining operation in $\mathcal{B}_{\text {ad }}(\mathcal{H})$, we find that

$$
\begin{equation*}
C=D^{*}=\sum_{j \in J}\left(\overline{\lambda_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right)^{*}=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|, \tag{254}
\end{equation*}
$$

where $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ are as specified in Theorem 6.28 - in particular, the norm-orthogonal set $\left\{e_{j}\right\}_{j \in J}$ can be chosen to be contained in an orthonormal basis - and $\left\{f_{j}\right\}_{j \in J}$ is a set of normalized vectors.

Observe also that, by the first part of the proof, if $C$ is compact and adjointable, then its adjoint is (both adjointable and) compact; i.e., $C \in \mathcal{C}_{\text {ad }}(\mathcal{H}) \Longrightarrow C^{*} \in \mathcal{C}_{\text {ad }}(\mathcal{H})$ (and, of course, $C^{* *}=C$ ), so that

$$
\begin{equation*}
\mathcal{C}_{\mathrm{ad}}(\mathcal{H})^{*}=\left\{C^{*}: C \in \mathcal{C}_{\mathrm{ad}}(\mathcal{H})\right\} \subset \mathcal{C}_{\mathrm{ad}}(\mathcal{H}) \tag{255}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}_{\mathrm{ad}}(\mathcal{H})=\mathcal{C}_{\mathrm{ad}}(\mathcal{H})^{* *} \subset \mathcal{C}_{\mathrm{ad}}(\mathcal{H})^{* * *}=\mathcal{C}_{\mathrm{ad}}(\mathcal{H})^{*} . \tag{256}
\end{equation*}
$$

Hence, actually, $\mathcal{C}_{\text {ad }}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H})^{*}$.
Therefore, every operator $D \in \mathcal{C}_{\text {ad }}(\mathcal{H})$ is of the form $D=C^{*}$, for some $C \in \mathcal{C}_{\text {ad }}(\mathcal{H})$, and, again by the first part of the proof, we know that it can be written as $\sum_{j \in J} \gamma_{j}\left|f_{j}\right\rangle\left\langle e_{j}\right|$, where: $\left\{\gamma_{j} \equiv \overline{\lambda_{j}}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})$ and, if $J=\mathbb{N}, \lim _{j} \gamma_{j}=0 ;\left\|e_{j}\right\|=\left\|f_{j}\right\|=1$; the norm-orthogonal system $\left\{e_{j}\right\}_{j \in J}$ can be chosen to be contained in any orthonormal basis in $\mathcal{H}$. Thus, we have an alternative option for the choice of the norm-orthogonal system in decomposition (248) (where the vectors $\left\{e_{j}\right\}_{j \in J}$ now play the role of functionals, i.e., $\left.\left\{\left\langle e_{j}, \cdot\right\rangle\right\}_{j \in J}\right)$.

The third assertion of the corollary is clear, since, if $C$ is of the form (248), then it is is both compact and adjointable (being the norm-limit of a sequence of adjointable finite rank operators). Finally, $\mathcal{C}_{\text {ad }}(\mathcal{H})=\mathcal{C}(\mathcal{H}) \cap \mathcal{B}_{\text {ad }}(\mathcal{H})$ is a two-sided $*$-ideal in $\mathcal{B}_{\text {ad }}(\mathcal{H})$, because $\mathcal{C}(\mathcal{H})$ is a two-sided ideal in $\mathcal{B}(\mathcal{H}), \mathcal{B}_{\text {ad }}(\mathcal{H})$ is an algebra (w.r.t. composition of operators) and, as previously argued, $\mathcal{C}_{\text {ad }}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H})^{*}$.

Remark 6.32. The expressions (239) and (248) may be regarded as a p-adic counterpart of the singular value decomposition [38, 39, 58, 60] of a compact operator in a separable complex Hilbert space. However, we stress that decompositions (239) and (248) - in particular, the set of coefficients $\left\{\lambda_{j}\right\}_{j \in J}$ - are not unique.

Definition 6.33. Any (non-unique) decomposition of the form (239) (or of the form (248)) will be called a canonical decomposition of the compact operator $C \in \mathcal{C}(\mathcal{H})$ (respectively, of the adjointable compact operator $C \in \mathcal{C}_{\text {ad }}(\mathcal{H})$ ); in particular, we will assume that $\left\{e_{j}\right\}_{j \in J}$ - or $\left\{f_{j}\right\}_{j \in J}$, in the case where $C \in \mathcal{C}_{\text {ad }}(\mathcal{H})$ - is a (normalized) norm-orthogonal system in $\mathcal{H}$. In the case where $\left\{e_{j}\right\}_{j \in J}$ - alternatively, $\left\{f_{j}\right\}_{j \in J}$, for $C \in \mathcal{C}_{\text {ad }}(\mathcal{H})$ - is chosen to be contained in an orthonormal basis, we will call orthonormal the associated canonical decomposition.

We will now show that the trace class operators in $\mathcal{H}$ form a suitable class of compact operators.

Definition 6.34. We say that a linear operator $A$ in $\mathcal{H}$ is block-finite w.r.t. an orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ if it is of the form $A=\mathrm{op}_{\Phi}\left(A_{m n}\right)$, where, for some $k \in \mathbb{N}$,

$$
\begin{equation*}
\max \{m, n\}>k \Longrightarrow A_{m n}=0 \tag{257}
\end{equation*}
$$

We say that $A$ is block-finite (tout court) if it is block-finite w.r.t. some orthonormal basis in $\mathcal{H}$.
Clearly, all block-finite operators are of finite rank (hence, compact), and the set of all block-finite operators w.r.t. an orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ is a linear subspace $\mathscr{B}_{\Phi}$ of $\mathcal{C}(\mathcal{H})$.

Theorem 6.35. $\mathcal{T}(\mathcal{H})$ is a closed linear subspace of $\mathcal{C}(\mathcal{H})$. Specifically, $\mathcal{T}(\mathcal{H})$ is the closure of the linear subspace $\mathscr{B}_{\Phi}$ of $\mathcal{C}(\mathcal{H})$, for every orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$.

Proof. Let us first show that, for every orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}, \mathcal{T}(\mathcal{H}) \subset \overline{\mathscr{B}} \Phi\|\cdot\|$. In fact, given any trace class operator $T=\mathrm{op}_{\Phi}\left(T_{m n}\right) \in \mathcal{T}(\mathcal{H})$, we can define the matrix operator ${ }^{k} T:=\mathrm{op}_{\Phi}\left({ }^{k} T_{m n}\right), k \in \mathbb{N}$, where

$$
{ }^{k} T_{m n}=\left\{\begin{array}{l}
T_{m n}, \text { if } \max \{m, n\} \leq k  \tag{258}\\
0, \text { otherwise }
\end{array}\right.
$$

Clearly, ${ }^{k} T \in \mathscr{B}_{\Phi}$ and, by construction,

$$
\begin{equation*}
\left\|T-{ }^{k} T\right\|=\sup _{m, n}\left|T_{m n}-{ }^{k} T_{m n}\right|=\sup \left\{\left|T_{m n}\right|: \max \{m, n\}>k\right\} \tag{259}
\end{equation*}
$$

Now, since $T$ is of trace class, for every $\epsilon>0$, there is some $j_{\epsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
\max \{m, n\}>j_{\epsilon} \Longrightarrow\left|T_{m n}\right|<\epsilon \tag{260}
\end{equation*}
$$

hence, for every $k \geq j_{\epsilon}$,

$$
\begin{equation*}
\left\|T-{ }^{k} T\right\|=\sup \left\{\left|T_{m n}\right|: \max \{m, n\}>k\right\} \leq \sup \left\{\left|T_{m n}\right|: \max \{m, n\}>j_{\epsilon}\right\} \leq \epsilon \tag{261}
\end{equation*}
$$

Therefore, $\lim _{k}\left\|T-{ }^{k} T\right\|=0$, hence, $\mathcal{T}(\mathcal{H})$ is contained in the norm-closure of $\mathscr{B}_{\Phi}$.
Let us next prove that $\mathcal{T}(\mathcal{H}) \supset \overline{\mathscr{B}}_{\Phi}\|\cdot\|$, as well, so that, actually, $\mathcal{T}(\mathcal{H})=\overline{\mathscr{B}} \Phi\|\cdot\|$. Indeed, let us now suppose that $\left\{{ }^{k} C=\operatorname{op}_{\Phi}\left({ }^{k} C_{m n}\right)\right\}_{k \in \mathbb{N}}$ is a sequence in $\mathscr{B}_{\Phi}$ converging, in norm, to some (necessarily compact) operator $C=\operatorname{op}_{\Phi}\left(C_{m n}\right)$. Then, for every $\epsilon>0$, there is some $j_{\epsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
k>j_{\epsilon} \Longrightarrow\left\|C-{ }^{k} C\right\|<\epsilon \tag{262}
\end{equation*}
$$

Moreover, for every $k \in \mathbb{N}$, since ${ }^{k} C$ is block-finite w.r.t. $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, there is some $l_{k} \in \mathbb{N}$ such that

$$
\begin{equation*}
\max \{m, n\}>l_{k} \Longrightarrow{ }^{k} C_{m n}=0 \tag{263}
\end{equation*}
$$

Therefore, for every $\epsilon>0$, there is some $j_{\epsilon} \in \mathbb{N}$ such that

$$
\begin{align*}
k>j_{\epsilon} \Longrightarrow \epsilon>\left\|C-{ }^{k} C\right\| & =\sup _{m, n}\left|C_{m n}-{ }^{k} C_{m n}\right| \\
& =\max \left\{\sup _{\max \{m, n\} \leq l_{k}}\left|C_{m n}-{ }^{k} C_{m n}\right|, \sup _{\max \{m, n\}>l_{k}}\left|C_{m n}\right|\right\} . \tag{264}
\end{align*}
$$

In conclusion, for every $\epsilon>0$, there is some $l \in \mathbb{N}-$ say, $l \equiv l_{k}$, for any $k>j_{\epsilon}-$ such that

$$
\begin{equation*}
\max \{m, n\}>l \Longrightarrow\left|C_{m n}\right|<\epsilon \tag{265}
\end{equation*}
$$

Otherwise stated, $\lim _{m+n}\left|C_{m n}\right|=0$, so that $C=\operatorname{op}_{\Phi}\left(C_{m n}\right)=\lim _{k}{ }^{k} C$ is a trace class operator and — by the arbitrariness of the converging sequence $\left\{{ }^{k} C\right\}_{k \in \mathbb{N}} \subset \mathscr{B}_{\Phi}-\mathcal{T}(\mathcal{H}) \supset \overline{\mathscr{B}_{\Phi}}\|\cdot\|$.

Eventually, it is shown that $\mathcal{T}(\mathcal{H})=\overline{\mathscr{B}}_{\Phi}{ }^{\|\cdot\|}$ and the proof is complete.
We will next prove a remarkable characterization of the trace class of $\mathcal{H}$.
Theorem 6.36. The following characterization of the trace class of $\mathcal{H}$ holds true:

$$
\begin{equation*}
\mathcal{T}(\mathcal{H})=\mathcal{C}_{\mathrm{ad}}(\mathcal{H}):=\mathcal{C}(\mathcal{H}) \cap \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) . \tag{266}
\end{equation*}
$$

Moreover, given any canonical decomposition of a trace class operator $T \in \mathcal{T}(\mathcal{H})=\mathcal{C}_{\mathrm{ad}}(\mathcal{H})$ i.e., $T=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$, where $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{f_{j}\right\}_{j \in J}$ are as specified in Corollary 6.31; in particular, $\left\{e_{j}\right\}_{j \in J}$, or $\left\{f_{j}\right\}_{j \in J}$, is a normlized norm-orthogonal system in $\mathcal{H}$ - we have that

$$
\begin{equation*}
\operatorname{tr}(T)=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle \tag{267}
\end{equation*}
$$

and the following estimate holds:

$$
\begin{equation*}
|\operatorname{tr}(T)| \leq \max _{j \in J}\left|\lambda_{j}\right|\left|\left\langle f_{j}, e_{j}\right\rangle\right| \leq\|T\|=\max _{j \in J}\left|\lambda_{j}\right| . \tag{268}
\end{equation*}
$$

(Compare with the second inequality in (237).)
Proof. We already know that $\mathcal{T}(\mathcal{H}) \subset \mathcal{C}(\mathcal{H}) \cap \mathcal{B}_{\text {ad }}(\mathcal{H})$. Let us show that this inclusion is, actually, an equality. In fact, given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, by Corollary 6.29 a compact operator $A=\mathrm{op}_{\Phi}\left(A_{m n}\right) \in \mathcal{C}(\mathcal{H})$ must verify conditions (C1) (C3) therein. If, in addition, $A$ is adjointable, then, by Theorem 4.7, we also have that
(C4) $\lim _{n} A_{m n}=0, \forall m \in \mathbb{N}$.
By relation (189) in Remark 6.5, conditions (C2) (C4) are equivalent to $\lim _{m+n} A_{m n}=0$ (and condition (C1) becomes redundant). Hence, $A$ is a trace class operator.

The proof of relation (267) is similar to the proof of Corollary 6.30 for any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$,

$$
\begin{align*}
\operatorname{tr}(T)=\operatorname{tr}\left(\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|\right) & =\sum_{m \in \mathbb{N}} \sum_{j \in J} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle\left\langle f_{j}, \phi_{m}\right\rangle \\
& =\sum_{j \in J} \sum_{m \in \mathbb{N}} \lambda_{j}\left\langle f_{j}, \phi_{m}\right\rangle\left\langle\phi_{m}, e_{j}\right\rangle=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle . \tag{269}
\end{align*}
$$

Here, if $J=\mathbb{N}$, exchanging the sums is justified by the fact that $\lim _{m+j} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle\left\langle f_{j}, \phi_{m}\right\rangle=0$, because $\lim _{m} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle\left\langle f_{j}, \phi_{m}\right\rangle=0$, for all $j \in \mathbb{N}$, and $\lim _{j} \lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle\left\langle f_{j}, \phi_{m}\right\rangle=0$ uniformly in $m \in \mathbb{N}\left(\left|\lambda_{j}\left\langle\phi_{m}, e_{j}\right\rangle\left\langle f_{j}, \phi_{m}\right\rangle\right| \leq\left|\lambda_{j}\right|\right)$.

Let us now prove that $\|T\|=\max _{j \in J}\left|\lambda_{j}\right|$. Since $\|T\|=\left\|T^{*}\right\|$, in the following we can assume, without loss of generality, that $\left\{e_{j}\right\}_{j \in J}$ (rather than $\left\{f_{j}\right\}_{j \in J}$ ) is a normalized norm-orthogonal system in $\mathcal{H}$. Hence, for every vector $\psi \in \mathcal{H}$, we have that $\|T \psi\|=\left\|\sum_{j \in J} \lambda_{j}\left\langle f_{j}, \psi\right\rangle e_{j}\right\|=$ $\sup _{j \in J}\left|\lambda_{j}\right|\left|\left\langle f_{j}, \psi\right\rangle\right|$, and

$$
\begin{equation*}
\|T\|=\sup _{\psi \neq 0} \frac{\|T \psi\|}{\|\psi\|}=\sup _{j \in J}\left(\left|\lambda_{j}\right| \sup _{\psi \neq 0} \frac{\left|\left\langle f_{j}, \psi\right\rangle\right|}{\|\psi\|}\right)=\sup _{j \in J}\left|\lambda_{j}\right|\left\|\mathcal{J}_{\mathcal{H}} f_{j}\right\|=\max _{j \in J}\left|\lambda_{j}\right|, \tag{270}
\end{equation*}
$$

where we have used the fact that $\mathcal{J}_{\mathcal{H}}$ is a (conjugate-linear) isometry. Then, since $\left|\left\langle f_{j}, e_{j}\right\rangle\right| \leq 1$, the estimate (268) holds true.

Remark 6.37. By Theorem 6.28, Corollary 6.29 and Corollary 6.31, it is clear that not every compact operator is adjointable and then $\mathcal{T}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H}) \subsetneq \mathcal{C}(\mathcal{H}) \subset \mathcal{T}_{\mathrm{w}}(\mathcal{H})(\operatorname{dim}(\mathcal{H})=\infty)$. For instance, the bounded operator $T B$ in Example 6.18 is compact but not adjointable.

In a infinite-dimensional separable complex Hilbert space, the product of two trace class operators is of trace class too, but not every trace class operator is the product of two trace class operators (instead, it can expressed as the product of two Hilbert-Schmidt operators); see [38, 39, 58, 60. In a $p$-adic Hilbert space $\mathcal{H}$, putting

$$
\begin{equation*}
\mathcal{T}(\mathcal{H})^{2}:=\{S T: S, T \in \mathcal{T}(\mathcal{H})\}, \tag{271}
\end{equation*}
$$

we have that $\mathcal{T}(\mathcal{H})^{2} \subset \mathcal{T}(\mathcal{H})$, because $\mathcal{T}(\mathcal{H})$ is a two-sided ideal in $\mathcal{B}_{\text {ad }}(\mathcal{H})$; actually, from Theorem 6.36 we derive the following:

Corollary 6.38. $\mathcal{T}(\mathcal{H})^{2}=\mathcal{T}(\mathcal{H})$. In particular, every trace class operator $R \in \mathcal{T}(\mathcal{H})$ can be expressed in the form $R=S T$, for some $S, T \in \mathcal{T}(\mathcal{H})$.

Proof. We only need to prove that $\mathcal{T}(\mathcal{H})^{2} \supset \mathcal{T}(\mathcal{H})$; i.e., that every $R \in \mathcal{T}(\mathcal{H})$ is of the form $R=S T$, for suitable $S, T \in \mathcal{T}(\mathcal{H})$. Since $\mathcal{T}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H})$, we can write $R=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$, with $J=\{1,2, \ldots\} \subset \mathbb{N}$, and $\left\{\lambda_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J},\left\{f_{j}\right\}_{j \in J}$ as specified in Corollary6.31. Now, given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, let us set $S=\sum_{j \in J} \kappa_{j}\left|e_{j}\right\rangle\left\langle\phi_{j}\right|, T=\sum_{j \in J} \nu_{j}\left|\phi_{j}\right\rangle\left\langle f_{j}\right|$, where $\kappa_{j} \nu_{j}=\lambda_{j}$ and, if $J=\mathbb{N}, \lim _{j} \kappa_{j}=0=\lim _{j} \nu_{j}$. The existence of suitable sets $\left\{\kappa_{j}\right\}_{j \in J}$, $\left\{\nu_{j}\right\}_{j \in J}$ in $\mathbb{Q}_{p}(\sqrt{\mu})$ satisfying the previous conditions is guaranteed by Lemma 8.1.5 in [47]. Therefore, $\left\{\kappa_{j}\right\}_{j \in J},\left\{e_{j}\right\}_{j \in J}$ and $\left\{\phi_{j}\right\}_{j \in J}$ - and, analogously, $\left\{\nu_{j}\right\}_{j \in J},\left\{\phi_{j}\right\}_{j \in J}$ and $\left\{f_{j}\right\}_{j \in J}$ are as prescribed in Corollary 6.31. Hence, $S, T \in \mathcal{C}_{\text {ad }}(\mathcal{H})=\mathcal{T}(\mathcal{H})$ (note that Theorem 6.36 is essential here), and, by construction, $S T=\sum_{j \in J} \kappa_{j} \nu_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|=R$.

### 6.5 The $p$-adic Hilbert-Schmidt space

In the light of the results of the previous section, it should not be surprising that, in the $p$-adic setting, $\mathcal{T}(\mathcal{H})$ actually plays a two-fold role: the trace class and the Hilbert-Schmidt space.

In fact, let us introduce the sesquilinear form

$$
\begin{equation*}
\mathcal{T}(\mathcal{H}) \times \mathcal{T}(\mathcal{H}) \ni(S, T) \mapsto \operatorname{tr}\left(S^{*} T\right)=:\langle S, T\rangle_{\mathcal{T}(\mathcal{H})} \in \mathbb{Q}_{p}(\sqrt{\mu}), \tag{272}
\end{equation*}
$$

which is Hermitian, because

$$
\begin{equation*}
\langle S, T\rangle_{\mathcal{T}(\mathcal{H})}:=\operatorname{tr}\left(S^{*} T\right)=\overline{\operatorname{tr}\left(T^{*} S\right)}={\overline{\left.\langle T, S\rangle_{\mathcal{T H}}\right)}} . \tag{273}
\end{equation*}
$$

Notice that, here, for obtaining the second equality, we have used property (P2) of the trace (see Proposition 6.17).

We will call the Hermitian sesquilinear form $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ in $\mathcal{T}(\mathcal{H})$ the ( $p$-adic) Hilbert-Schmidt product.

Given any orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H}$, we can also consider the family of matrix operators $\left\{{ }^{j k} E^{\Phi}\right\}_{j, k \in \mathbb{N}} \subset \mathscr{B}_{\Phi}$ defined by

$$
\begin{equation*}
{ }^{j k} E^{\Phi}:=\mathrm{op}_{\Phi}\left({ }^{j k} E_{m n}^{\Phi}\right), \text { where }{ }^{j k} E_{m n}^{\Phi}=\delta_{j m} \delta_{k n} \tag{274}
\end{equation*}
$$

namely, in the usual Dirac notation, ${ }^{j k} E^{\Phi}=\left|\phi_{j}\right\rangle\left\langle\phi_{k}\right|$ (i.e., ${ }^{j k} E_{m n}^{\Phi} \psi=\left\langle\phi_{k}, \psi\right\rangle \phi_{j}$ ). Note that, for every trace class operator $T:=\mathrm{op}_{\Phi}\left(T_{m n}\right)$, we have:

$$
\begin{equation*}
\left\langle{ }^{j k} E^{\Phi}, T\right\rangle_{\mathcal{T}(\mathcal{H})}=\operatorname{tr}\left(\left|\phi_{k}\right\rangle\left\langle\phi_{j}\right| T\right)=T_{j k} \tag{275}
\end{equation*}
$$

It follows that the Hermitian sesquilinear form $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ is non-degenerate, because

$$
\begin{equation*}
\left\langle T,{ }^{j k} E^{\Phi}\right\rangle_{\mathcal{T}(\mathcal{H})}=0, \forall j, k \in \mathbb{N} \Longrightarrow T=0 \tag{276}
\end{equation*}
$$

Theorem 6.39. The p-adic Banach space $\mathcal{T}(\mathcal{H})$ - endowed with the p-adic Hilbert-Schmidt product $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ - becomes an inner product p-adic Banach space. Moreover, for every orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H},\left\{{ }^{j k} E^{\Phi}\right\}_{j, k \in \mathbb{N}}$ is an orthonormal basis in $\mathcal{T}(\mathcal{H})$. Therefore, the triple $\left(\mathcal{T}(\mathcal{H}),\|\cdot\|,\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}\right)$ is, actually, a p-adic Hilbert space.
Proof. We have already shown that $\mathcal{T}(\mathcal{H})$, endowed with the operator norm, is a $p$-adic Banach space, and that the sesquilinear form $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ is both Hermitian and non-degenerate.

Observe now that, for all $S, T \in \mathcal{T}(\mathcal{H})$, we have:

$$
\begin{equation*}
\left|\langle S, T\rangle_{\mathcal{T}(\mathcal{H})}\right|=\left|\operatorname{tr}\left(S^{*} T\right)\right|=\left|\sum_{m}\left\langle S \phi_{m}, T \phi_{m}\right\rangle\right| \leq \max _{m}\left|\left\langle S \phi_{m}, T \phi_{m}\right\rangle\right| \leq\|S\|\|T\| ; \tag{277}
\end{equation*}
$$

i.e., $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ satisfies the Cauchy-Schwarz inequality, as well. Therefore, $\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}$ is an inner product, and $\mathcal{T}(\mathcal{H})$, endowed with this sesquilinear form, is an inner product $p$-adic Banach space.

It remains to show that $\left\{{ }^{j k} E^{\Phi}\right\}_{j, k \in \mathbb{N}}$ is an orthonormal basis in $\mathcal{T}(\mathcal{H})$. Since it is clear that

$$
\begin{equation*}
\left\langle{ }^{j k} E^{\Phi},{ }^{r s} E^{\Phi}\right\rangle_{\mathcal{T}(\mathcal{H})}=\operatorname{tr}\left(\left|\phi_{k}\right\rangle\left\langle\phi_{j}\right|\left|\phi_{r}\right\rangle\left\langle\phi_{s}\right|\right)=\left\langle\phi_{j}, \phi_{r}\right\rangle\left\langle\phi_{s}, \phi_{k}\right\rangle=\delta_{j r} \delta_{k s} \tag{278}
\end{equation*}
$$

we only need to prove that $\left\{{ }^{j k} E^{\Phi}\right\}_{j, k \in \mathbb{N}}$ is a normal basis. In fact, for every finite subset $I$ of $\mathbb{N} \times \mathbb{N}$ and every finite subset $\left\{\alpha_{j k}\right\}_{j, k \in I}$ of $\mathbb{Q}_{p}(\sqrt{\mu})$, we have:

$$
\begin{equation*}
\left\|\sum_{j, k \in I} \alpha_{j k}^{j k} E^{\Phi}\right\|=\max _{j, k \in I}\left|\alpha_{j k}\right| . \tag{279}
\end{equation*}
$$

Moreover, for every trace class operator $T:=\mathrm{op}_{\Phi}\left(T_{m n}\right)$, we have that

$$
\begin{equation*}
T=\lim _{l}{ }^{l} T, \text { where }{ }^{l} T:=\sum_{\max \{j, k\} \leq l} T_{j k}{ }^{j k} E^{\Phi} \tag{280}
\end{equation*}
$$

This fact is a consequence of the estimate

$$
\begin{equation*}
\left\|T-{ }^{l} T\right\|=\sup _{m, n}\left|T_{m n}-{ }^{l} T_{m n}\right|=\sup \left\{\left|T_{m n}\right|: \max \{m, n\}>l\right\} \tag{281}
\end{equation*}
$$

together with the same argument used in the first part of the proof of Theorem 6.35, which shows that $-T$ being of trace class - $\lim _{l}\left\|T-{ }^{l} T\right\|=0$.

In conclusion, $\left\{{ }^{j k} E^{\Phi}\right\}_{j, k \in \mathbb{N}}$ is an orthonormal basis in the inner product $p$-adic Banach space $\mathcal{T}(\mathcal{H})$, which is then a $p$-adic Hilbert space.

The $p$-adic Hilbert space $\left(\mathcal{T}(\mathcal{H}),\|\cdot\|,\langle\cdot, \cdot\rangle_{\mathcal{T}(\mathcal{H})}\right)$ will be called the $p$-adic Hilbert-Schmidt space.

### 6.6 Selfadjoint trace class operators

Let us now consider the $\mathbb{Q}_{p}$-linear space $\mathcal{T}_{\text {sa }}(\mathcal{H}):=\mathcal{T}(\mathcal{H}) \cap \mathcal{B}_{\text {sa }}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H}) \cap \mathcal{B}_{\text {sa }}(\mathcal{H})$ of all selfadjoint trace class operators in the $p$-adic Hilbert space $\mathcal{H}$, that is closed in $\mathcal{T}(\mathcal{H})$, because the mapping $\mathcal{T}(\mathcal{H}) \ni T \mapsto T^{*} \in \mathcal{T}(\mathcal{H})$ is a (conjugate-linear) isometry and, hence, continuous (thus, $\mathcal{T}_{\text {sa }}(\mathcal{H})$, endowed with the operator norm, is an ultrametric Banach space over $\mathbb{Q}_{p}$ ).
Proposition 6.40. Every selfadjoint trace class operator $T \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H})$ can be expressed in the form

$$
\begin{equation*}
T=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right), \tag{282}
\end{equation*}
$$

where $J=\{1,2, \ldots\}$ is a countable index set and

- $\left\{\sigma_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})-$ for $T \neq 0$, we assume that $\left\{\sigma_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})^{*}-$ and, if $J=\mathbb{N}$, $\lim _{j} \sigma_{j}=0$;
- $\left\{e_{j}\right\}_{j \in J}$ is a normalized norm-orthogonal system in $\mathcal{H}$, and $\left\|f_{j}\right\|=1$, for all $j \in J$;
- the sum in (282) - whenever $J$ is not finite - converges w.r.t. the norm topology.

In particular, the norm-orthogonal system $\left\{e_{j}\right\}_{j \in J}$ can be chosen to be contained in any orthonormal basis in $\mathcal{H}$.

Conversely, every linear operator $T$ of the previous form belongs to $\mathcal{T}_{\mathrm{sa}}(\mathcal{H})$, and

$$
\begin{equation*}
\operatorname{tr}(T)=2 \sum_{j \in J} \mathfrak{s c}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle\right)=\sum_{j \in J}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right) \in \mathbb{Q}_{p} ; \tag{283}
\end{equation*}
$$

moreover, $|\operatorname{tr}(T)| \leq\|T\| \leq \max _{j \in J}\left|\sigma_{j}\right|$.
Proof. Clearly, a trace class operator $T \in \mathcal{T}(\mathcal{H})$ is selfadjoint iff it is of the form $T=A+A^{*}$, for some $A \in \mathcal{T}(\mathcal{H})=\mathcal{C}_{\text {ad }}(\mathcal{H})$. Then, by Corollary 6.31, $A=\sum_{j \in J} \sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|-$ with $\left\{\sigma_{j}\right\}_{j \in J}$, $\left\{e_{j}\right\}_{j \in J}$ and $\left\{f_{j}\right\}_{j \in J}$ as above - so that $T \in \mathcal{T}_{\text {sa }}(\mathcal{H})$ iff it is of the form (282), and then formula (283) follows immediately from (267). Moreover, by the estimate (268), we have that $|\operatorname{tr}(T)| \leq\|T\|=\left\|A+A^{*}\right\| \leq \max \left\{\|A\|,\left\|A^{*}\right\|\right\}=\|A\|=\max _{j \in J}\left|\sigma_{j}\right|$.
Definition 6.41. Given a selfadjoint trace class operator $T \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H})$, an expression of the form (282) will be called a symmetric decomposition of $T$. In the case where $\left\{e_{j}\right\}_{j \in J}$ is chosen to be contained in an orthonormal basis, we will call orthonormal the associated symmetric decomposition.

## $7 \quad$ A $p$-adic model for quantum states

Building on the foundations laid down in the preceding sections, we will now attempt at achieving a general definition of a quantum state in the $p$-adic setting. As usual, the standard complex case will provide us with a useful road map, but, when dealing with a $p$-adic Hilbert space, the emergence of non-trivial peculiarities should be expected.

### 7.1 The complex setting in a nutshell

Since we do expect that the general lines, rather than the peculiar features, of the theory will be preserved when switching from the complex to the $p$-adic case, it may be sensible to consider, as a starting point, the most abstract formulation of standard quantum mechanics, i.e., the so-called algebraic formulation [37, 60, 63, 64]. This formulation relies on the following set of fundamental assumptions:

- A quantum system can be described by means of two main classes of objects - states and observables - mutually related by means of a natural pairing map. By suitably exploiting these two kinds of objects, one can then construct all other parts of the theory: measurements, symmetry transformations, dynamics etc.
- The (bounded) observables of the system are supposed to form the selfadjoint part $\mathfrak{A}_{\text {sa }}$ of an abstract non-commutative unital $C^{*}$-algebra $\mathfrak{A}$.
- A generic state $\omega$ (of $\mathfrak{A}$ ) is defined as a normalized positive functional on $\mathfrak{A}$; i.e., as a functional $\omega: \mathfrak{A} \rightarrow \mathbb{C}$ satisfying the conditions

$$
\begin{equation*}
\omega\left(A^{*} A\right) \geq 0, \quad \forall A \in \mathfrak{A}, \quad \omega(\mathrm{Id})=1 \tag{284}
\end{equation*}
$$

Here, the positive elements $A^{*} A$ of $\mathfrak{A}$ form a convex cone.

- Denoting by $\mathfrak{S}(\mathfrak{A})$ the set of all states of the $C^{*}$-algebra $\mathfrak{A}$, the pairing between observables and states is provided by the evaluation map $\mathfrak{A}_{\mathrm{sa}} \times \mathfrak{S}(\mathfrak{A}) \ni(A, \omega) \mapsto \omega(A)$.

From these assumptions, one can then derive the following main facts:

1. Every state $\omega: \mathfrak{A} \rightarrow \mathbb{C}$ is automatically continuous (i.e., bounded, as a linear functional); specifically, it turns out that $\|\omega\|=\omega(\mathrm{Id})=1$.
2. $\mathfrak{S}(\mathfrak{A})$ is a convex subset of the (complex) Banach space of bounded functionals on $\mathfrak{A}$.
3. For every $A \in \mathfrak{A}$ and every state $\omega \in \mathfrak{S}(\mathfrak{A}), \omega\left(A^{*}\right)=\overline{\omega(A)}$.
4. In particular, for every observable $A \in \mathfrak{A}_{\text {sa }}$ and every state $\omega \in \mathfrak{S}(\mathfrak{A})$, the real quantity $\omega(A)$ - i.e., the pairing of $A$ with $\omega$ - can be interpreted as the expectation value of the observable $A$ when the physical system is in the state $\omega$.
5. By the celebrated Gelfand-Naimark theorem [37, 60, 63], $\mathfrak{A}$ can be realized as - i.e., is isometrically $*$-isomorphic to - a $C^{*}$-subalgebra $\mathfrak{C}$ of the $C^{*}$-algebra of all bounded operators $\mathcal{B}(\mathcal{K})$ in a complex Hilbert space $\mathcal{K}$. For the sake of simplicity, we will suppose henceforth that $\mathcal{K}$ is separable and $\mathfrak{C}=\mathcal{B}(\mathcal{K})$ (this is the case of 'ordinary' quantum mechanics).
6. By the previous identification of $\mathfrak{A}$ with $\mathcal{B}(\mathcal{K})$, we can single out a distinguished class of states - the so-called trace-induced states $\mathfrak{S}_{\operatorname{tr}}(\mathfrak{A})$ - that can be defined by

$$
\begin{equation*}
\omega \in \mathfrak{S}_{\operatorname{tr}}(\mathfrak{A}) \stackrel{\text { def }}{\Longleftrightarrow} \omega=\operatorname{tr}\left((\cdot) \rho_{\omega}\right): \mathfrak{A} \rightarrow \mathbb{C}, \text { for some } \rho_{\omega} \in \mathcal{D}(\mathcal{K}) \tag{285}
\end{equation*}
$$

where $\mathcal{D}(\mathcal{K}) \subset \mathcal{T}(\mathcal{K})$ is the convex set of all unit-trace positive trace class operators in $\mathcal{K}$, the so-called density or statistical operators.
7. It is worth stressing that, in the case where $\operatorname{dim}(\mathcal{K})=\infty, \mathfrak{S}_{\operatorname{tr}}(\mathfrak{A}) \subsetneq \mathfrak{S}(\mathfrak{A})$. There is a remarkable characterization of trace-induced states as those states that are $\sigma$-additive [36, 60]. Identifying the abstract algebra $\mathfrak{A}$ with $\mathcal{B}(\mathcal{K})$, a state $\omega \in \mathfrak{S}(\mathcal{B}(\mathcal{K}))$ is $\sigma$-additive if

$$
\begin{equation*}
\omega\left(\sum_{j \in J} P_{j}\right)=\sum_{j \in J} \omega\left(P_{j}\right) \tag{286}
\end{equation*}
$$

for every (countable) family $\left\{P_{j}\right\}_{j \in J}$ of pairwise orthogonal projections in $\mathcal{K}$, where the possibly infinite sum $\sum_{j \in J} P_{j}$ is supposed to converge w.r.t. the weak operator topology (it actually converges w.r.t. the strong operator topology, as well). Therefore, $\omega \in \mathfrak{S}(\mathcal{B}(\mathcal{K}))$ is
$\sigma$-additive iff $\omega=\operatorname{tr}\left((\cdot) \rho_{\omega}\right)$, for some density operator $\rho_{\omega} \in \mathcal{D}(\mathcal{K})$. The role, the meaning and the relevance of those states that are not $\sigma$-additive is controversial [36, and one often restricts to the trace-induced ones; equivalently, to density operators. This is analogous to restricting to $\sigma$-additive probability measures in classical statistical mechanics.
8. The spectral decomposition $A=\int_{\mathbb{R}} \lambda \mathrm{d} P_{A}(\lambda)$ of a selfadjoint operator in $\mathcal{K}-$ where $P_{A}$ is the spectral measure uniquely associated with $A$ - allows one to complete the probabilistic interpretation of the theory. In particular, it shows that every (bounded or unbounded) observable can be expressed in terms of the lattice of projections $\mathcal{P}(\mathcal{K}) \subset \mathcal{B}_{\mathrm{sa}}(\mathcal{K})$, whose elements are then regarded as the elementary propositions of the theory [36].
9. Eventually, one is led in a natural way to describe the observables of a quantum system in terms of PVMs (projection-valued measures) or, more generally, of POVMs (positive-operator-valued measures, also called "semispectral measures") 65, 66, 67]. The - both conceptually and mathematically transparent - generalization of PVMs into POVMs has a remarkable physical interpretation related to the theory of open quantum systems (Naimark's dilation theorem [65]).

### 7.2 Convexity and probability in the $p$-adic setting

Quantum probability theory is tailored on classical probability theory, of which it can be regarded as a non-commutative counterpart. This is not surprising because the outcome of a quantum measurement process must be, ultimately, a classical probability distribution. In particular, both theories share essentially the same notion of convexity.

Clearly, the basic rules of the game must be re-written when switching to the $p$-adic setting. We start with briefly introducing the $p$-adic (or, more generally, non-Archimedean) notion of convexity. Our treatment will be rather sketchy; for further details, the reader may refer to Sect. 2.5 of [44] and Sect. 3.1 of [47]. Moreover, we will adapt the main definitions and results to the special case that will be considered in the next subsection.

Let $(X,\|\cdot\|)$ be a normed space over $\mathbb{Q}_{p}(\sqrt{\mu})$. By field restriction, we can regard it as a vector space over $\mathbb{Q}_{p}$ and consider a notion of $\mathbb{Q}_{p}$-convexity (rather than $\mathbb{Q}_{p}(\sqrt{\mu})$-convexity). We will keep trace of this choice - essentially motivated by our objectives - in the notation that will be adopted.

Definition 7.1. A subset $\mathscr{A}$ of $X$ is said to be absolutely $\mathbb{Q}_{p}$-convex if $(0 \in \mathscr{A}$ and) $\lambda x+\mu y \in \mathscr{A}$, for all $x, y \in \mathscr{A}$ and all $\lambda, \mu \in \mathbb{Z}_{p}$, where $\mathbb{Z}_{p}=\left\{\lambda \in \mathbb{Q}_{p}:|\lambda| \leq 1\right\}$ is the ring of $p$-adic integers. Given any subset $\mathscr{X}$ of $X$, its absolutely $\mathbb{Q}_{p}$-convex hull aco $\mathbb{Q}_{p}(\mathscr{X})$ is defined as the intersection of all absolutely $\mathbb{Q}_{p}$-convex sets containing $\mathscr{X}$.

We have that $\operatorname{aco}_{\mathbb{Q}_{p}}(\emptyset)=\emptyset$ and, if $\mathscr{X} \neq \emptyset$,

$$
\begin{equation*}
\operatorname{aco}_{\mathbb{Q}_{p}}(\mathscr{X})=\left\{\lambda_{1} x_{1}+\cdots+\lambda_{n} x_{n}: n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in \mathscr{X}, \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{p}\right\} \tag{287}
\end{equation*}
$$

We will denote by $\overline{\operatorname{aco}}_{\mathbb{Q}_{p}}(\mathscr{X})$ the (norm-)closure of the set $\operatorname{aco}_{\mathbb{Q}_{p}}(\mathscr{X})$.
Definition 7.2. A subset $\mathscr{C}$ of $X$ is said to be $\mathbb{Q}_{p}$-convex if it is either empty or of the form $x+\mathscr{A}$, for some $x \in X$ and some (nonempty) absolutely $\mathbb{Q}_{p}$-convex subset $\mathscr{A}$ of $X$. Given any subset $\mathscr{X}$ of $X$, its $\mathbb{Q}_{p}$-convex hull $\operatorname{co}_{\mathbb{Q}_{p}}(\mathscr{X})$ is defined as the intersection of all $\mathbb{Q}_{p}$-convex sets containing $\mathscr{X}$.

We will denote by $\overline{\operatorname{co}}_{\mathbb{Q}_{p}}(\mathscr{X})$ the closure of the set $\operatorname{co}_{\mathbb{Q}_{p}}(\mathscr{X})$. Given a $p$-adic Hilbert space $\mathcal{H}$ and an orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m=1}^{\mathrm{N}}$ (where $\mathrm{N} \in \mathbb{N}$ or $\mathrm{N}=\infty$ ) in $\mathcal{H}$, the closed $\mathbb{Q}_{p}$-convex hull $\overline{\mathrm{Co}}_{\mathbb{Q}_{p}}(\Phi)$ is said to be a $\mathbb{Q}_{p}$-simplex in $\mathcal{H}$.

One can easily check the following facts:

- A $\mathbb{Q}_{p}$-convex subset of $X$ is absolutely $\mathbb{Q}_{p}$-convex iff it contains 0 .
$\bullet \operatorname{co}_{\mathbb{Q}_{p}}(\mathscr{X})=\left\{\lambda_{1} x_{1}+\cdots+\lambda_{n} x_{n}: n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in \mathscr{X}, \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{p}, \sum_{k=1}^{n} \lambda_{k}=1\right\}$.
Definition 7.3. A map $g: X \rightarrow Y$ - where $Y$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$ - is said to be $\mathbb{Q}_{p}$-convex if

$$
\begin{equation*}
g\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right)=\lambda_{1} g\left(x_{1}\right)+\lambda_{2} g\left(x_{2}\right), \forall x_{1}, x_{2} \in X, \forall \lambda_{1}, \lambda_{2} \in \mathbb{Z}_{p} \text { such that } \lambda_{1}+\lambda_{2}=1 \tag{288}
\end{equation*}
$$

Theorem 7.4. Let $(X,\|\cdot\|)$ be a normed space over $\mathbb{Q}_{p}(\sqrt{\mu})$.
For $p \neq 2$, a subset $\mathscr{C}$ of $X$ is $\mathbb{Q}_{p}$-convex iff

$$
\begin{equation*}
\lambda_{1} x_{1}+\lambda_{2} x_{2} \in \mathscr{C}, \forall x_{1}, x_{2} \in \mathscr{C}, \forall \lambda_{1}, \lambda_{2} \in \mathbb{Z}_{p} \text { such that } \lambda_{1}+\lambda_{2}=1 \tag{289}
\end{equation*}
$$

whereas this condition is (necessary but) not sufficient in the case where $p=2$.
For $p=2$, a subset $\mathscr{C}$ of $X$ is $\mathbb{Q}_{p}$-convex iff

$$
\begin{equation*}
\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3} \in \mathscr{C}, \forall x_{1}, x_{2}, x_{3} \in \mathscr{C}, \forall \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{Z}_{p} \text { such that } \lambda_{1}+\lambda_{2}+\lambda_{3}=1 \tag{290}
\end{equation*}
$$

Proof. That a convex combination of three elements of a set belongs to this set is the standard sufficient condition ensuring convexity in a non-Archimedean normed space; see Theorem 3.1.15 in 47]. Then, condition (290) is (necessary and) sufficient for the $\mathbb{Q}_{p}$-convexity of $X$. Moreover, in the case where $p \neq 2$, the residue class field $\mathbb{F}_{p}$ of $\mathbb{Q}_{p}$ consists of $p \geq 3$ elements, so that, by Theorem 3.1.17 in [47], the milder condition (289) is sufficient too, whereas this condition is not sufficient for $p=2$. (We stress that we can apply the previously mentioned results in non-Archimedean convexity because, by field restriction, $X$ can be regarded as a vector space over $\mathbb{Q}_{p}$.)

Corollary 7.5. The range $g(X)$ of a $\mathbb{Q}_{p}$-convex map $g: X \rightarrow Y-$ where $Y$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})-i s$ a $\mathbb{Q}_{p}$-convex subset of $Y$.

Proof. Just note that, if $g$ is $\mathbb{Q}_{p}$-convex, then also

$$
\begin{equation*}
g\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3}\right)=\lambda_{1} g\left(x_{1}\right)+\lambda_{2} g\left(x_{2}\right)+\lambda_{3} g\left(x_{3}\right) \tag{291}
\end{equation*}
$$

for all $x_{1}, x_{2}, x_{3} \in X$, and for all $\lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{Z}_{p}$ such that $\lambda_{1}+\lambda_{2}+\lambda_{3}=1$ (assuming that, say, $\lambda_{1}+\lambda_{2} \neq 0$, write $\lambda_{1} x_{1}+\lambda_{2} x_{2}=\left(\lambda_{1}+\lambda_{2}\right)\left(\lambda_{1} x_{1} /\left(\lambda_{1}+\lambda_{2}\right)+\lambda_{2} x_{2} /\left(\lambda_{1}+\lambda_{2}\right)\right)$, where $\left.\lambda_{1} /\left(\lambda_{1}+\lambda_{2}\right), \lambda_{2} /\left(\lambda_{1}+\lambda_{2}\right) \in \mathbb{Z}_{p}\right)$, and apply Theorem 7.4.

Definition 7.6. A nonempty subset $\mathscr{H}$ of $X$ is said to be $\mathbb{Q}_{p}$-affine if it is of the form $x+\mathscr{L}$, for some $x \in X$ and some $\mathbb{Q}_{p}$-linear subspace $\mathscr{L}$ of $X$. Given any nonempty subset $\mathscr{X}$ of $X$, its $\mathbb{Q}_{p}$-affine hull aff $_{\mathbb{Q}_{p}}(\mathscr{X})$ is the intersection of all $\mathbb{Q}_{p}$-affine sets containing $\mathscr{X}$.

Clearly, a $\mathbb{Q}_{p}$-affine subset of $X$ is also $\mathbb{Q}_{p}$-convex, because every $\mathbb{Q}_{p}$-linear subspace of $X$ is a $\mathbb{Q}_{p}$-absolutely convex subset of $X$. We will denote by $\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}(\mathscr{X})$ the closure of the set $\operatorname{aff}_{\mathbb{Q}_{p}}(\mathscr{X})$. Given a $p$-adic Hilbert space $\mathcal{H}$ and an orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m=1}^{N}$ in $\mathcal{H}$, the closed $\mathbb{Q}_{p}$-affine hull $\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}(\Phi)$ is said to be a $\mathbb{Q}_{p}$-hyperplane in $\mathcal{H}$.

One can easily prove the following facts:

- A $\mathbb{Q}_{p}$-affine subset of $X$ is a $\mathbb{Q}_{p}$-linear subspace iff it contains 0 .
- A nonempty subset $\mathscr{H}$ of $X$ is $\mathbb{Q}_{p}$-affine iff, for every pair of vectors $x, y \in \mathscr{H}$, the $\mathbb{Q}_{p}$-line $\{x+\alpha(y-x)\}_{\alpha \in \mathbb{Q}_{p}}=\{y+\alpha(x-y)\}_{\alpha \in \mathbb{Q}_{p}}$ through $x$ and $y$ is contained in $\mathscr{H}$; namely, iff $\alpha x+(1-\alpha) y \in \mathscr{H}$, for all $x, y \in \mathscr{H}$ and $\alpha \in \mathbb{Q}_{p}$.
- if $g: X \rightarrow Y$, where $Y$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$, is $\mathbb{Q}_{p}$-affine $-g(\alpha x+(1-\alpha) y)=$ $\alpha g(x)+(1-\alpha) g(y)$, for all $x, y \in X$, and $\alpha \in \mathbb{Q}_{p}$ - then $g(X)$ is a $\mathbb{Q}_{p}$-affine subset of $Y$.
- $\operatorname{aff}_{\mathbb{Q}_{p}}(\mathscr{X})=\left\{\pi_{1} x_{1}+\cdots+\pi_{n} x_{n}: n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in \mathscr{X}, \pi_{1}, \ldots, \pi_{n} \in \mathbb{Q}_{p}, \sum_{k=1}^{n} \pi_{k}=1\right\}$.

Proposition 7.7. Given a map $g: X \rightarrow Y$ - where $Y$ is a vector space over $\mathbb{Q}_{p}(\sqrt{\mu})$ - the following facts are equivalent:
(K1) $g$ is $\mathbb{Q}_{p}$-convex;
(K2) $g$ is $\mathbb{Q}_{p}$-affine;
(K3) $g$ is of the form $g(x)=g(0)+h(x)$, for some $\mathbb{Q}_{p}$-linear map $h: X \rightarrow Y$.
Proof. Clearly, property (K2) implies (K1). Let us prove that (K1) implies (K2), as well. In fact, if $g$ is $\mathbb{Q}_{p}$-convex, it is sufficient to show that $g(\alpha x+(1-\alpha) y)=\alpha g(x)+(1-\alpha) g(y)$, $\forall x, y \in X, \forall \alpha \in \mathbb{Q}_{p} \backslash \mathbb{Z}_{p}$, i.e., for $|\alpha|>1$. Let us write $y$ as a $\mathbb{Q}_{p}$-convex combination

$$
\begin{equation*}
y=\frac{1}{1-\alpha}(\alpha x+(1-\alpha) y)+\left(1-\frac{1}{1-\alpha}\right) x=\lambda(\alpha x+(1-\alpha) y)+(1-\lambda) x \tag{292}
\end{equation*}
$$

where $\lambda \equiv 1 /(1-\alpha),(1-\lambda) \in \mathbb{Z}_{p}$, because $|\lambda|=|1 /(1-\alpha)|=1 /|(1-\alpha)|=1 /|\alpha|<1$ and $|1-\lambda|=1$. Observe, now, that we have:

$$
\begin{align*}
g(y) & =g(\lambda(\alpha x+(1-\alpha) y)+(1-\lambda) x) \\
& =\lambda g(\alpha x+(1-\alpha) y)+(1-\lambda) g(x)=\frac{1}{1-\alpha} g(\alpha x+(1-\alpha) y)-\frac{\alpha}{1-\alpha} g(x) \tag{293}
\end{align*}
$$

In conclusion: $g(\alpha x+(1-\alpha) y)=\alpha g(x)+(1-\alpha) g(y)$, for $|\alpha|>1$, and, hence, for all $\alpha \in \mathbb{Q}_{p}$ ( $g$ being $\mathbb{Q}_{p}$-convex).

The equivalence between (K2) and (K3) can be shown by a standard argument. We leave the details to the reader (to prove that (K2) implies (K3), it is enough to show that the map $h: X \rightarrow Y, h(x):=g(x)-g(0)$, is $\mathbb{Q}_{p}$-homogeneous and, hence, also additive).

It turns out that $p$-adic probability theory differs significantly from classical probability theory, because it mainly involves affine - rather than convex - structures. Nevertheless, both theories arise in a natural way from a common conceptual background. Again, our exposition will be sketchy; for further details and examples, see [34, 35, 68, 69], and references therein.

The statistical output of a concrete experiment consists of (relative) frequencies of the form $n / \mathrm{N}$, where N is the total number of measurements performed during the experiment and $n \leq \mathrm{N}$ counts the number of measurements providing a fixed experimental outcome. Therefore, the possible statistical outputs of each experiment take values in the following subset of the field of rational numbers: $\mathscr{O}_{\mathbb{Q}}=\{q \in \mathbb{Q}: 0 \leq q \leq 1\}$. Assuming that a principle of statistical stabilization of frequencies holds (for $\mathrm{N} \rightarrow \infty$ ), it follows that the closure $\operatorname{cl}\left(\mathscr{O}_{\mathbb{Q}}\right)$ of $\mathscr{O}_{\mathbb{Q}}$, in the completion of $\mathbb{Q}$ w.r.t. some suitable topology, should provide the set where all experimental statistical distributions take their values. Usually, one assumes that this topology is the one induced by the standard valuation on $\mathbb{Q}$, so obtaining $\operatorname{cl}\left(\mathscr{O}_{\mathbb{Q}}\right)=[0,1] \subset \mathbb{R}$. It is a remarkable fact that, if one considers the topology induced by the $p$-adic valuation, instead, then $\operatorname{cl}\left(\mathscr{O}_{\mathbb{Q}}\right)=\mathbb{Q}_{p}$; see Theorem 1.2 in Chapt. VI of 68].

Therefore, we can set the following:
Definition 7.8. A (discrete) $p$-adic probability distribution is a countable set $\left\{\pi_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}$ such that $\sum_{j \in J} \pi_{j}=1$.

It is worth observing the following simple facts:

- The set $\{1,2,-1,-1\}$ is a legitimate $p$-adic probability distribution, whereas it is not a standard probability distribution.
- For every pair $\left\{\pi_{j}\right\}_{j \in J},\left\{\tilde{\pi}_{k}\right\}_{k \in K}$ of $p$-adic probability distributions, $\left\{\pi_{j} \widetilde{\pi}_{k}\right\}_{j \in J, k \in K}$ is a $p$-adic probability distribution too.
- For every $p$-adic probability distribution $\left\{\pi_{j}\right\}_{j \in J}, \max _{j \in J}\left|\pi_{j}\right| \geq 1$. Indeed, we have that $1=\left|\sum_{j \in J} \pi_{j}\right| \leq \max _{j \in J}\left|\pi_{j}\right|$.
- For every quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$, the collection of all probability distributions indexed by $J$ can be identified, in a natural way, with a subset of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$, i.e.,

$$
\begin{equation*}
\varpi_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right):=\left\{\left\{\pi_{j}\right\}_{j \in J} \in c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right): \pi_{j} \in \mathbb{Q}_{p}, \forall j \in J, \sum_{j \in J} \pi_{j}=1\right\} \tag{294}
\end{equation*}
$$

Note that $\varpi_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ is a closed $\mathbb{Q}_{p}$-affine subset of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ - the so-called probability hyperplane of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ - which, apart from the trivial case where $\operatorname{card}(J)=1$, is an unbounded subset of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$, because it is a translate of the (closed) $\mathbb{Q}_{p}$-linear subspace $\left\{\left\{x_{j}\right\}_{j \in J} \in c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right): x_{j} \in \mathbb{Q}_{p}, \forall j \in J, \sum_{j \in J} x_{j}=0\right\}$. E.g., if $\operatorname{card}(J) \geq 2$, for every $n \in \mathbb{N}$, the probability distribution $\pi=\left\{p^{-n}, 1-p^{-n}, 0,0, \ldots\right\} \subset c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ is such that $\|\pi\|_{\infty}=p^{n}$.

- The probability hyperplane $\varpi_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ contains a distinguished $\mathbb{Q}_{p}$-convex subset $v_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$ - namely,

$$
\begin{equation*}
v_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right):=\left\{\left\{\pi_{j}\right\}_{j \in J} \in c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right): \pi_{j} \in \mathbb{Z}_{p}, \forall j \in J, \sum_{j \in J} \pi_{j}=1\right\} \tag{295}
\end{equation*}
$$

- that is a bounded closed subset of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$, called the probability simplex of $c_{0}\left(J, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. E.g., the sequence $\left\{\pi_{n}=p^{n-1}(1-p)\right\}_{n \in \mathbb{N}}$ belongs to $v_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right)$.


### 7.3 States in $p$-adic quantum mechanics

In the spirit of the algebraic approach to quantum mechanics and taking into account the peculiar features of $p$-adic probability theory, we now define a state of the unital Banach $*$-algebra $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ as a suitable element of $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})^{\prime}$, where $\mathcal{H}$ is a $p$-adic Hilbert space over a quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$.
Definition 7.9. A state, for the $p$-adic Hilbert space $\mathcal{H}$, is a linear functional

$$
\begin{equation*}
\Omega: \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu}) \tag{296}
\end{equation*}
$$

satisfying the following conditions:
(S1) $\Omega$ is a bounded functional, i.e., $\|\Omega\|:=\sup _{\|A\| \neq 0}|\Omega(A)| /\|A\|<\infty$.
(S2) $\Omega$ is involution-preserving, i.e., $\Omega\left(A^{*}\right)=\overline{\Omega(A)}$, for all $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$.
(S3) $\Omega$ is normalized, i.e., $\Omega(\mathrm{Id})=1$.
By comparison with the complex setting, it is clear that a distinguishing feature of the $p$-adic case is contained in condition (S2) (recall that an analogous property follows from the positivity condition in the complex case). Also note that we have:

$$
\begin{equation*}
\Omega(A)=\Omega\left(A^{*}\right)=\overline{\Omega(A)} \Longrightarrow \Omega(A) \in \mathbb{Q}_{p}, \quad \forall A \in \mathcal{B}_{\mathrm{sa}}(\mathcal{H}) \tag{297}
\end{equation*}
$$

Proposition 7.10. Given any state $\Omega: \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ for $\mathcal{H}$, there is a bounded functional $\Omega_{\mathrm{ext}}: \mathcal{B}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ such that
 involution-preserving on $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})-\Omega_{\mathrm{ext}}\left(A^{*}\right)=\overline{\Omega_{\mathrm{ext}}(A)}, A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})-$ and $\Omega_{\mathrm{ext}}(\mathrm{Id})=1$.
(E2) $\left\|\Omega_{\mathrm{ext}}\right\|=\|\Omega\|$, where the norms are defined on $\mathcal{B}(\mathcal{H})^{\prime}$ and $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})^{\prime}$, respectively.
Proof. Given any state $\Omega$ for $\mathcal{H}$, by Theorem 3.31 , it is sufficient to take a Hahn-Banach extension $\Omega_{\text {ext }}: \mathcal{B}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ of the bounded functional $\Omega: \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ (see Theorem 3.31).

Let us denote by $\mathcal{S}(\mathcal{H})$ the set of all states for $\mathcal{H}$. By the preceding result, $\mathcal{S}(\mathcal{H})$ can be identified with the quotient $\mathcal{S}_{\text {ext }}(\mathcal{H}) / \sim$ of the set

$$
\begin{equation*}
\mathcal{S}_{\text {ext }}(\mathcal{H}):=\left\{\Theta \in \mathcal{B}(\mathcal{H})^{\prime}: \Theta \text { is involution-preserving on } \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \text { and } \Omega_{\mathrm{ext}}(\mathrm{Id})=1\right\} \tag{298}
\end{equation*}
$$

w.r.t. the equivalence relation defined by

$$
\begin{equation*}
\Theta_{1} \sim \Theta_{2} \stackrel{\text { def }}{\Longleftrightarrow} \Theta_{1}(A)=\Theta_{2}(A), \forall A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \tag{299}
\end{equation*}
$$

Moreover, in each equivalence class of $\mathcal{S}_{\text {ext }}(\mathcal{H})$ modulo $\sim$, there is a functional $\Theta \in \mathcal{B}(\mathcal{H})^{\prime}$ such that $\|\Theta\|=\left\|\left.\Theta\right|_{\mathcal{B}_{\text {ad }}(\mathcal{H})}\right\|$.

Proposition 7.11. $\mathcal{S}(\mathcal{H})$ and $\mathcal{S}_{\text {ext }}(\mathcal{H})$ are $\mathbb{Q}_{p}$-affine subsets of $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})^{\prime}$ and $\mathcal{B}(\mathcal{H})^{\prime}$, respectively.
Proof. Just observe that, by Definition 7.9, if $\Omega_{1}, \Omega_{2} \in \mathcal{S}(\mathcal{H})$, then $\alpha \Omega_{1}+(1-\alpha) \Omega_{2} \in \mathcal{S}(\mathcal{H})$, for all $\alpha \in \mathbb{Q}_{p}$, and, by (298), an analogous property holds for $\mathcal{S}_{\text {ext }}(\mathcal{H})$ too.

### 7.4 The trace-induced states

Just like in the standard complex setting, the algebraically defined $p$-adic states are somewhat too general and vaguely characterized objects to be useful for most practical applications, and it is natural to restrict to the much more concrete class of trace-induced states.

For the sake of notational simplicity, we will assume that $\operatorname{dim}(\mathcal{H})=\infty$, but the subsequent results and their proofs remain valid - with obvious adaptations - in the finite-dimensional case (say, neglecting the trivial case where $\operatorname{dim}(\mathcal{H})=1$, for $2 \leq \operatorname{dim}(\mathcal{H})<\infty)$. In particular, if $\operatorname{dim}(\mathcal{H})<\infty, \mathcal{T}(\mathcal{H})=\mathcal{B}_{\text {ad }}(\mathcal{H})=\mathcal{B}(\mathcal{H})$ and all states for $\mathcal{H}$ are trace-induced.

Let us first consider the subset $\mathcal{T}_{\text {st }}(\mathcal{H})$ (where the subscript stands for 'statistical') of $\mathcal{T}(\mathcal{H})$ defined by

$$
\begin{equation*}
\mathcal{T}_{\mathrm{st}}(\mathcal{H}):=\left\{S \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H}): \operatorname{tr}(S)=1\right\} \tag{300}
\end{equation*}
$$

We endow $\mathcal{T}_{\text {st }}(\mathcal{H})$ with the relative topology w.r.t. the $p$-adic Hilbert-Schmidt space $\mathcal{T}(\mathcal{H})$ (the norm-topology).
Theorem 7.12. $\mathcal{T}_{\text {st }}(\mathcal{H})$ is a closed $\mathbb{Q}_{p}$-affine subset of $\mathcal{T}(\mathcal{H})$. A linear operator $S$ belongs to $\mathcal{T}_{\text {st }}(\mathcal{H})$ iff it is of the form

$$
\begin{equation*}
S=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right) \tag{301}
\end{equation*}
$$

where $J=\{1,2, \ldots\}$ is a countable index set and

- $\left\{\sigma_{j}\right\}_{j \in J} \subset \mathbb{Q}_{p}(\sqrt{\mu})^{*}$ and, if $J=\mathbb{N}, \lim _{j} \sigma_{j}=0$;
- $\left\{e_{j}\right\}_{j \in J}$ is a normalized norm-orthogonal system in $\mathcal{H}$, and $\left\|f_{j}\right\|=1$, for all $j \in J$;
- $\sum_{j \in J}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right)=1 ;$
- the sum in (301) - whenever $J$ is not finite - converges w.r.t. the norm topology.

Every $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$ admits a decomposition of the previous form where, in particular, the norm-orthogonal system $\left\{e_{j}\right\}_{j \in J}$ is contained in any orthonormal basis in $\mathcal{H}$.

For every $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$, the functional $\operatorname{tr}((\cdot) S): \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \ni A \mapsto \operatorname{tr}(A S) \in \mathbb{Q}_{p}(\sqrt{\mu})$ is a state for $\mathcal{H}$, and the map

$$
\begin{equation*}
\tau_{\mathcal{H}}: \mathcal{T}_{\mathrm{st}}(\mathcal{H}) \ni S \mapsto\left(\operatorname{tr}((\cdot) S): \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})\right) \in \mathcal{S}(\mathcal{H}) \tag{302}
\end{equation*}
$$

is a continuous $\mathbb{Q}_{p}$-affine injection of $\mathcal{T}_{\mathrm{st}}(\mathcal{H})$ into $\mathcal{S}(\mathcal{H})$, where $\mathcal{S}(\mathcal{H})$ is endowed with the relative topology w.r.t. $\mathcal{B}_{\mathrm{ad}}(\mathcal{H})^{\prime}$; moreover, $\left\|\tau_{\mathcal{H}}(S)\right\|=\|S\|$, for all $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$.

Proof. The fact that $\mathcal{T}_{\text {st }}(\mathcal{H})$ is a $\mathbb{Q}_{p}$-affine subset of $\mathcal{T}(\mathcal{H})$ is straightforward from (300). By Corollary 6.24, the linear functional $\operatorname{tr}(\cdot): \mathcal{T}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ is bounded, so that $\mathcal{T}_{\text {st }}(\mathcal{H})$ - which is the intersection of the closed subset $\mathcal{T}_{\text {sa }}(\mathcal{H})$ of $\mathcal{T}(\mathcal{H})$ with the (closed) pre-image w.r.t. $\operatorname{tr}(\cdot)$ of the singleton set $\{1\} \subset \mathbb{Q}_{p}(\sqrt{\mu})$ - is closed in $\mathcal{T}(\mathcal{H})$.

The second and the third assertion of the statement follow directly from the definition of $\mathcal{T}_{\text {st }}(\mathcal{H})$ and Proposition 6.40,

Moreover, given any $A \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ and $T \in \mathcal{T}(\mathcal{H})$, the estimate

$$
\begin{equation*}
|\operatorname{tr}(A T)| \leq\|A\|\|T\| \tag{303}
\end{equation*}
$$

see the first inequality in (237), shows that $\operatorname{tr}((\cdot) T): \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ is a bounded functional. In particular, for every $S \in \mathcal{T}_{\text {st }}(\mathcal{H}) \subset \mathcal{T}_{\text {sa }}(\mathcal{H})$, the bounded functional $\operatorname{tr}((\cdot) S)$ is both involution preserving - $\operatorname{tr}\left(A^{*} S\right)=\overline{\operatorname{tr}(S A)}=\overline{\operatorname{tr}(A S)}$, where we have used relation (P2) in Proposition 6.17 and the cyclic property of the trace - and normalized. Therefore, $\operatorname{tr}((\cdot) S): \mathcal{B}_{\text {ad }}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ is a state for $\mathcal{H}$.

It is clear that the map $\tau_{\mathcal{H}}$ is $\mathbb{Q}_{p}$-affine. Consider, next, the linear map

$$
\begin{equation*}
\widetilde{\tau}_{\mathcal{H}}: \mathcal{T}(\mathcal{H}) \ni T \mapsto\left(\operatorname{tr}((\cdot) T): \mathcal{B}_{\mathrm{ad}}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})\right) \in \mathcal{B}_{\mathrm{ad}}(\mathcal{H})^{\prime} \tag{304}
\end{equation*}
$$

Here, as previously noted, for every $T \in \mathcal{T}(\mathcal{H})$ the linear functional $\widetilde{\tau}_{\mathcal{H}}(T)=\operatorname{tr}((\cdot) T)$ is bounded and, by (303), $\left\|\widetilde{\mathcal{T}}_{\mathcal{H}}(T)\right\| \leq\|T\|$. Now, taking $A \in \mathcal{B}_{\text {ad }}(\mathcal{H})$ of the form $A=|\phi\rangle\langle\psi|$, where $\phi, \psi$ are arbitrary vectors in $\mathcal{H}$, we have that $\operatorname{tr}(A T)=\operatorname{tr}(|\phi\rangle\langle\psi| T)=\operatorname{tr}(|T \phi\rangle\langle\psi|)=\langle\psi, T \phi\rangle$. Thus, given any orthonormal basis $\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$, we also have: $\|T\|=\sup _{m, n \in \mathbb{N}}\left|\left\langle\phi_{m}, T \phi_{n}\right\rangle\right|=$ $\sup _{m, n \in \mathbb{N}}\left|\operatorname{tr}\left(\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right| T\right)\right| \leq\left\|\widetilde{\tau}_{\mathcal{H}}(T)\right\|\left(\|\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right| \|=1\right)$. We conclude that $\left\|\widetilde{\tau}_{\mathcal{H}}(T)\right\|=\|T\|$; i.e., $\widetilde{\tau}_{\mathcal{H}}$ is a linear isometry, and then the $\mathbb{Q}_{p}$-affine map $\tau_{\mathcal{H}}$, which can be regarded as a restriction of $\widetilde{\mathcal{T}}_{\mathcal{H}}$, is injective and continuous. Moreover, obviously, $\left\|\tau_{\mathcal{H}}(S)\right\|=\|S\|$, for all $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$.

Definition 7.13. We call the operators in the $\mathbb{Q}_{p}$-affine subset $\mathcal{T}_{\text {st }}(\mathcal{H})$ of $\mathcal{T}(\mathcal{H})$ the statistical operators in $\mathcal{H}$. Moreover, we call the states in the set $\mathcal{S}_{\mathrm{tr}}(\mathcal{H}):=\tau_{\mathcal{H}}\left(\mathcal{T}_{\mathrm{st}}(\mathcal{H})\right) \subset \mathcal{S}(\mathcal{H})$ the trace-induced states for $\mathcal{H}$.

Since the map $\tau_{\mathcal{H}}$ is $\mathbb{Q}_{p}$-affine, then $\mathcal{S}_{\text {tr }}(\mathcal{H})$ is a $\mathbb{Q}_{p}$-affine subset of $\mathcal{S}(\mathcal{H})$ that, by the final assertion of Theorem [7.12, can be isometrically identified with $\mathcal{T}_{\text {st }}(\mathcal{H})$. Note that, by the second estimate in (237) (also see (268)), for every trace-induced state $\Omega=\tau_{\mathcal{H}}(S), S \in \mathcal{T}_{\text {st }}(\mathcal{H})$, we have:

$$
\begin{equation*}
\Omega(\mathrm{Id})=1=\operatorname{tr}(S) \leq\|S\|=\|\Omega\| \tag{305}
\end{equation*}
$$

This is a further difference w.r.t. the complex case, where every state $\omega$ satisfies $\|\omega\|=\omega($ Id $)=1$.
Let us then have a closer look at the structure of the $\mathbb{Q}_{p}$-affine set $\mathcal{T}_{\text {st }}(\mathcal{H})$ of all statistical operators. To highlight this affine structure, let us first observe that - introducing the set

$$
\begin{equation*}
\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}:=\left\{T \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H}): \operatorname{tr}(T)=0\right\} \tag{306}
\end{equation*}
$$

which is a (closed) $\mathbb{Q}_{p}$-linear subspace of $\mathcal{T}(\mathcal{H})$ - for $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$ and $T \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}$,

$$
\begin{equation*}
S+T \in \mathcal{T}_{\text {st }}(\mathcal{H}) \text {, and, if }\|S\|<\|T\| \text {, then }\|S+T\|=\|T\| \text {. } \tag{307}
\end{equation*}
$$

We will call $S+T$ a zero-trace perturbation of the statistical operator $S$ (by $T$ ), and, by the previous argument, it is easy to see that there exists a zero-trace perturbation of $S$ of arbitrarily large norm $\left(\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}\right.$ being a $\mathbb{Q}_{p}$-linear subspace of $\left.\mathcal{T}(\mathcal{H})\right)$. Moreover, considering a symmetric decomposition (301) of $S$, there is a natural partition $J=J_{0} \sqcup J_{1}$ of the index set $J$, where

$$
\begin{equation*}
J_{0}:=\left\{j \in J:\left\langle e_{j}, f_{j}\right\rangle=0\right\} \quad \text { and } \quad J_{1}:=\left\{j \in J:\left\langle e_{j}, f_{j}\right\rangle \neq 0\right\} \tag{308}
\end{equation*}
$$

and we can write $S=S_{0}+S_{1}$, with

$$
\begin{equation*}
S_{0}:=\sum_{j \in J_{0}}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right) \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}, S_{1}:=\sum_{j \in J_{1}}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right) \in \mathcal{T}_{\text {st }}(\mathcal{H}) . \tag{309}
\end{equation*}
$$

(If $J_{0}=\emptyset$, then we put $S_{0} \equiv 0$.) Here, we have used formula (283) to conclude that $\operatorname{tr}\left(S_{0}\right)=0$, whereas $\operatorname{tr}\left(S_{1}\right)=\operatorname{tr}(S)=1$. Therefore, $S$ is a zero-trace perturbation of $S_{1}$ by $S_{0}$.

We will now derive a useful refinement of a symmetric decomposition of a statistical operator. To this end, we will fruitfully adopt the following convenient notation:

Notation 7.14. For every pair of nonzero vectors $\phi, \psi \in \mathcal{H}-\phi \neq 0 \neq \psi-$ and every $\sigma \in \mathbb{Q}_{p}(\sqrt{\mu})^{*} \equiv \mathbb{Q}_{p}(\sqrt{\mu}) \backslash\{0\}$, we set

$$
\widehat{\phi \psi}(\sigma):=\left\{\begin{array}{l}
(\sigma+\bar{\sigma})^{-1}(\sigma|\phi\rangle\langle\psi|+\bar{\sigma}|\psi\rangle\langle\phi|) \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0} \quad \text { if }\langle\phi, \psi\rangle=0  \tag{310}\\
(\sigma\langle\psi, \phi\rangle+\bar{\sigma}\langle\phi, \psi\rangle)^{-1}(\sigma|\phi\rangle\langle\psi|+\bar{\sigma}|\psi\rangle\langle\phi|) \in \mathcal{T}_{\text {st }}(\mathcal{H}) \quad \text { if }\langle\phi, \psi\rangle \neq 0 .
\end{array} .\right.
$$

Here, we stress that $\widehat{\phi \psi}(\sigma) \in \mathcal{T}_{\text {sa }}(\mathcal{H})$, and $\operatorname{tr}(\widehat{\phi \psi}(\sigma))=1$, if $\langle\phi, \psi\rangle \neq 0$, whereas $\operatorname{tr}(\widehat{\phi \psi}(\sigma))=0$, otherwise. Moreover, we introduce the sets

$$
\begin{align*}
\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H}) & :=\left\{S \in \mathcal{T}_{\mathrm{st}}(\mathcal{H}): S=\widehat{\phi \psi}(\sigma), \phi, \psi \in \mathcal{H} \backslash\{0\},\langle\phi, \psi\rangle \neq 0, \sigma \in \mathbb{Q}_{p}(\sqrt{\mu})^{*}\right\}  \tag{311}\\
\widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0} & :=\left\{S \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}: S=\widehat{\phi \psi}(\sigma), \phi, \psi \in \mathcal{H} \backslash\{0\},\langle\phi, \psi\rangle=0, \sigma \in \mathbb{Q}_{p}(\sqrt{\mu})^{*}\right\} . \tag{312}
\end{align*}
$$

Note that $\widehat{\phi \psi}(\sigma)=\widehat{\psi \phi}(\bar{\sigma})$. Moreover, $\widehat{\phi \psi}(\alpha \sigma)=\widehat{\phi \psi}(\sigma)$, for all $\alpha \in \mathbb{Q}_{p}$, and - in the case where $\langle\phi, \psi\rangle \neq 0-$ an analogous relation holds true if we map $\phi$ or $\psi$ into $\alpha \phi$ or $\alpha \psi$, respectively. We also put $\widehat{\phi \psi} \equiv \widehat{\phi \psi}(1)$. In particular, given a nonzero vector $\psi$, we have that $\widehat{\psi \psi}(\sigma)=\widehat{\psi \psi}=|\psi\rangle\langle\psi| \in \widehat{\mathcal{T}}_{\text {sa }}(\mathcal{H})_{0}$, in the case where the vector $\psi$ is isotropic, whereas $\widehat{\psi \psi}(\sigma)=\widehat{\psi \psi}=\langle\psi, \psi\rangle^{-1}|\psi\rangle\langle\psi| \in \widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})$, otherwise. In the latter case, the statistical operator $\widehat{\psi \psi}$ is a (selfadjoint) rank-one projection: $\widehat{\psi \psi} \widehat{\psi \psi}=\widehat{\psi \psi}$.

Definition 7.15. Let $\phi, \psi \in \mathcal{H}$ be a pair of nonzero vectors, and let $\sigma \in \mathbb{Q}_{p}(\sqrt{\mu})^{*}$. If $\langle\phi, \psi\rangle \neq 0$, we say that $\widehat{\phi \psi}(\sigma) \in \widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})$ is a simple statistical operator. If, instead, $\langle\phi, \psi\rangle=0$, we say that $\widehat{\phi \psi}(\sigma) \in \widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0}$ is a simple zero-trace operator.

By the previously introduced notation, we can suitably re-write the symmetric decomposition $S=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right)=S_{0}+S_{1}$ of the statistical operator $S$. In fact, by construction, we have that

$$
\begin{equation*}
S_{0}=\sum_{j \in J_{0}}\left(\sigma_{j}+\overline{\sigma_{j}}\right) \widehat{e_{j} f_{j}}\left(\sigma_{j}\right) \equiv \sum_{j \in J_{0}} \gamma_{j} \widehat{e_{j} f_{j}}\left(\sigma_{j}\right) \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}, \quad \text { where: } \gamma_{j} \in \mathbb{Q}_{p}, j \in J_{0} \tag{313}
\end{equation*}
$$

while

$$
\begin{align*}
S_{1} & =\sum_{j \in J_{1}}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right) \widehat{e_{j} f_{j}}\left(\sigma_{j}\right) \\
& \equiv \sum_{j \in J_{1}} \pi_{j} \widehat{e_{j} f_{j}}\left(\sigma_{j}\right) \in \mathcal{T}_{\mathrm{st}}(\mathcal{H}), \quad \text { where: } \pi_{j} \in \mathbb{Q}_{p}, j \in J_{1}, \text { and } \sum_{j \in J_{1}} \pi_{j}=\operatorname{tr}(S)=1 . \tag{314}
\end{align*}
$$

Therefore, actually, $S_{0} \in \overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0}\right)$ and $S_{1} \in \overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})\right)$.
Remark 7.16. Let us observe explicitly that $\overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\text {sa }}(\mathcal{H})_{0}\right) \subset \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}$, since the $\mathbb{Q}_{p}$-linear space $\mathcal{T}_{\text {sa }}(\mathcal{H})_{0}$ is closed in $\mathcal{T}(\mathcal{H})$. Moreover, we have that $\operatorname{aff}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H})\right) \subset \mathcal{T}_{\text {st }}(\mathcal{H})$, and hence $\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})\right) \subset \mathcal{T}_{\text {st }}(\mathcal{H})$ too, because $\mathcal{T}_{\text {st }}(\mathcal{H})$ is a closed $\mathbb{Q}_{p}$-affine subset of $\mathcal{T}(\mathcal{H})$.

It is clear that, conversely, every linear operator in $\mathcal{H}$ of the form $S=S_{0}+S_{1}$ - where $S_{0} \in \overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0}\right)$ and $S_{1} \in \overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H})\right)$ - is a statistical operator, because in such a case $S$ is a zero-trace perturbation of a statistical operator $S_{1}$ (by $S_{0}$ ).

We eventually get to the following result:
Theorem 7.17. Every statistical operator $S$ in $\mathcal{H}$ can be expressed as a zero-trace perturbation of a statistical operator $S_{1}-$ contained in the closed $\mathbb{Q}_{p}$-affine hull $\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})\right) \subset \mathcal{T}_{\text {st }}(\mathcal{H})$ generated by all simple statistical operators - by an operator $S_{0} \in \overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\text {sa }}(\mathcal{H})_{0}\right) \subset \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}$. Conversely, every zero-trace perturbation of a statistical operator - in particular, of an operator contained in $\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H})\right)$ by an operator in $\overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0}\right)-i s$ a statistical operator too.

Therefore, we have that

$$
\begin{equation*}
\mathcal{T}_{\mathrm{st}}(\mathcal{H})=\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}+\mathcal{T}_{\mathrm{st}}(\mathcal{H})=\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}+\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H})\right)=\overline{\operatorname{span}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{sa}}(\mathcal{H})_{0}\right)+\overline{\operatorname{aff}}_{\mathbb{Q}_{p}}\left(\widehat{\mathcal{T}}_{\mathrm{st}}(\mathcal{H})\right) . \tag{315}
\end{equation*}
$$

Moreover, for every $T \in \mathcal{T}_{\text {st }}(\mathcal{H})$, we have:

$$
\begin{equation*}
\mathcal{T}_{\mathrm{st}}(\mathcal{H})=T+\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0} \tag{316}
\end{equation*}
$$

otherwise stated, $\mathcal{T}_{\mathrm{st}}(\mathcal{H})$ coincides with the (closed) $\mathbb{Q}_{p}$-affine subset $T+\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}$ of $\mathcal{T}(\mathcal{H})$.
Proof. The first assertion follows form our previous discussion; in particular, for any $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$, from the decomposition $S=S_{0}+S_{1}$, with $S_{0}, S_{1}$ expressed as in (313) and (314), respectively. For the final assertion, just note that every statistical operator $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$ can be expressed in the form $S=T+(S-T)$, where $T$ is some (fixed) statistical operator and $(S-T) \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}$.

We have already noted that $\mathcal{T}_{\text {st }}(\mathcal{H})$ - being $\mathbb{Q}_{p}$-affine - is an unbounded subset of $\mathcal{T}(\mathcal{H})$, in sharp contrast w.r.t. the complex case. It is natural to ask: Is there any $p$-adic parallel for the bounded convex set of density operators in a separable complex Hilbert space?

Let us consider the following set of statistical operators:

$$
\begin{equation*}
\mathcal{D}_{r}(\mathcal{H}):=\left\{S \in \mathcal{T}_{\mathrm{st}}(\mathcal{H}):\|T\| \leq r\right\}, \quad r \in\|\mathcal{T}(\mathcal{H})\| \backslash\{0\}=\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right| \tag{317}
\end{equation*}
$$

Here, note that

- for $r<1, \mathcal{D}_{r}(\mathcal{H})=\left\{S \in \mathcal{T}_{\text {st }}(\mathcal{H}):\|T\| \leq r\right\}=\emptyset$, because every statistical operator has norm not smaller than 1 ;
- by the previous point, for $r \geq 1, \mathcal{D}_{r}(\mathcal{H})=\left\{S \in \mathcal{T}_{\text {st }}(\mathcal{H}): 1 \leq\|T\| \leq r\right\}$;
- for every for $s \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|, s \geq 1, \cup_{s \leq r \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|} \mathcal{D}_{r}(\mathcal{H})=\mathcal{T}_{\text {st }}(\mathcal{H})$;
- expressing a statistical operator $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$ as a matrix operator $-S=\mathrm{op}_{\Phi}\left(S_{m n}\right)$, for some orthonormal basis $\Phi \equiv\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ - it is easy to see, by means of explicit examples, that $\mathcal{D}_{1}(\mathcal{H})=\left\{T \in \mathcal{T}_{\text {st }}(\mathcal{H}):\|T\|=1\right\} \neq \emptyset$ and, for $r, s \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|$, with $r>s \geq 1$, $\mathcal{D}_{r}(\mathcal{H}) \supsetneq \mathcal{D}_{s}(\mathcal{H})$, because $\left\|\mathcal{D}_{r}(\mathcal{H})\right\|=\left\{t \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|: 1 \leq t \leq r\right\}$ (note, by the way, that $\left.\left\|\mathcal{T}_{\text {st }}(\mathcal{H})\right\|=\left\{t \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|: t \geq 1\right\}\right) ;$
- by Theorem 7.4 and by the strong triangle inequality for the operator norm, for every $r \in\left|\mathbb{Q}_{p}(\sqrt{\mu})^{*}\right|, r \geq 1, \mathcal{D}_{r}(\mathcal{H})$ is a $\mathbb{Q}_{p}$-convex subset of $\mathcal{T}(\mathcal{H})$.

Definition 7.18. We call density operators those statistical operators in the p-adic Hilbert space $\mathcal{H}$ belonging to the bounded subset $\mathcal{D}(\mathcal{H}) \equiv \mathcal{D}_{1}(\mathcal{H})$ of $\mathcal{T}(\mathcal{H})$ defined by

$$
\begin{equation*}
\mathcal{D}(\mathcal{H}):=\left\{T \in \mathcal{T}_{\mathrm{st}}(\mathcal{H}):\|T\| \leq 1\right\}=\left\{T \in \mathcal{T}_{\mathrm{st}}(\mathcal{H}):\|T\|=1\right\} \tag{318}
\end{equation*}
$$

Example 7.19. If $\psi \in \mathcal{H}$, is a non-isotropic nonzero vector, then the statistical operator $\widehat{\psi \psi}=\langle\psi, \psi\rangle^{-1}|\psi\rangle\langle\psi| \in \widehat{\mathcal{T}}_{\text {st }}(\mathcal{H})$ is a density operator iff $|\langle\psi, \psi\rangle|=\|\psi\|^{2}$. For every orthonormal basis $\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ and every probability distribution $\left\{\pi_{m}\right\}_{m \in \mathbb{N}}$ contained in the probability simplex $v_{0}\left(\mathbb{N}, \mathbb{Q}_{p}(\sqrt{\mu})\right), \sum_{m \in \mathbb{N}} \pi_{m}\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right| \in \mathcal{D}(\mathcal{H})$. E.g., $\sum_{m \in \mathbb{N}} p^{m-1}(1-p)\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right|$ is a density operator.

Proposition 7.20. $\mathcal{D}(\mathcal{H})$ is a closed $\mathbb{Q}_{p}$-convex subset of $\mathcal{T}(\mathcal{H})$. For every trace class operator $T \in \mathcal{T}(\mathcal{H})$, the following facts are equivalent:
(D1) $T \in \mathcal{D}(\mathcal{H})$.
(D2) $T \in \mathcal{T}_{\text {sa }}(\mathcal{H})$ and admits a canonical decomposition of the form $T=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$, where $\left\{\lambda_{j}\right\}_{j \in J}$ is contained in the valuation ring $\mathfrak{V}_{p, \mu} \equiv \mathbb{Q}_{p}(\sqrt{\mu})_{1}:=\left\{z \in \mathbb{Q}_{p}(\sqrt{\mu}):|z| \leq 1\right\}$ of $\mathbb{Q}_{p}(\sqrt{\mu})$ and $\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle=1$.
(D3) $T \in \mathcal{T}_{\text {sa }}(\mathcal{H})$ and admits a canonical decomposition of the form $T=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$, where $\max _{j \in J}\left|\lambda_{j}\right|=1$ and $\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle=1$.

If $p \neq 2$, conditions (D1) (D3) are equivalent to the following:
(D4) $T \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H})$ and admits a symmetric decomposition of the form $T=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\right.$ $\left.\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right)$, where $\left\{\sigma_{j}\right\}_{j \in J} \subset \mathfrak{V}_{p, \mu}$ and $\sum_{j \in J}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right)=1$.

Finally, for every $r \geq 1$ and any density operator $T \in \mathcal{D}(\mathcal{H})$, we have that

$$
\begin{equation*}
\mathcal{D}_{r}(\mathcal{H})=T+\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}^{r}, \tag{319}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}^{r}:=\left\{A \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H}): \operatorname{tr}(A)=0,\|A\| \leq r\right\} \tag{320}
\end{equation*}
$$

is an absolutely $\mathbb{Q}_{p}$-convex subset of $\mathcal{T}(\mathcal{H})$.
Proof. As previously noted, by Theorem 7.4 and by the strong triangle inequality for the operator norm, $\mathcal{D}(\mathcal{H})$ is a $\mathbb{Q}_{p}$-convex subset of $\mathcal{T}(\mathcal{H})$. Moreover, $\mathcal{D}(\mathcal{H})$ is the intersection of the closed unit ball (or of the unit sphere) in $\mathcal{T}(\mathcal{H})$ with the closed subset $\mathcal{T}_{\text {st }}(\mathcal{H})$ of $\mathcal{T}(\mathcal{H})$; hence, it is closed in $\mathcal{T}(\mathcal{H})$.

By relations (267) and (268), given any canonical decomposition $T=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$ of a trace class operator $T \in \mathcal{T}(\mathcal{H})$, we have that $\operatorname{tr}(T)=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle$ and $\|T\|=\max _{j \in J}\left|\lambda_{j}\right|$ (so that $\|T\| \leq 1 \Longleftrightarrow\left\{\lambda_{j}\right\}_{j \in J} \subset \mathbb{Z}_{p}$ ). Therefore, conditions (D1) and (D2) are equivalent, and, by the second equality in (318), conditions (D2) and (D3) are equivalent too.

Moreover, if condition (D2) is satisfied, writing $T=\frac{1}{2}\left(T+T^{*}\right)$, we obtain the symmetric decomposition $T=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right)$, where $\sum_{j \in J}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right)=\operatorname{tr}(T)=$ $\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle=1$ and $\left\{2 \sigma_{j}=\lambda_{j}\right\}_{j \in J} \subset \mathfrak{V}_{p, \mu}$; in particular, if $p \neq 2$, then $\left|2 \sigma_{j}\right|=\left|\sigma_{j}\right|$ and $\left\{\sigma_{j}\right\}_{j \in J} \subset \mathfrak{V}_{p, \mu}$. Thus, (D2) implies (D4).

Next, if (D4) holds, then $T \in \mathcal{T}_{\text {sa }}(\mathcal{H})$ is such that $\operatorname{tr}(T)=\sum_{j \in J}\left(\sigma_{j}\left\langle f_{j}, e_{j}\right\rangle+\overline{\sigma_{j}}\left\langle e_{j}, f_{j}\right\rangle\right)=1$ and $\|T\|=\left\|\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right)\right\| \leq \max _{j \in J} \| \sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right| \|=\max _{j \in J}\left|\sigma_{j}\right| \leq 1$, so that condition (D1) is verified too.

Finally, by the linearity of the trace and by the strong triangle inequality for the operator norm, it is easy to see that $\mathcal{T}_{\text {sa }}(\mathcal{H})_{0}^{r}$ is a (closed) absolutely $\mathbb{Q}_{p}$-convex subset of $\mathcal{T}(\mathcal{H})$. Now, for every $S \in \mathcal{D}_{r}(\mathcal{H})$, we have that $S=T+(S-T)$, for any $T \in \mathcal{D}(\mathcal{H})$, where $\operatorname{tr}(S-T)=0$ and $\|S-T\| \leq\|S\| \leq r$; i.e., $S-T \in \mathcal{T}_{\text {sa }}(\mathcal{H})_{0}^{r}$. On the other hand, if $S=T+S_{0}$, with $T \in \mathcal{D}(\mathcal{H})$ and $S_{0} \in \mathcal{T}_{\mathrm{sa}}(\mathcal{H})_{0}^{r}$ - i.e., if $S$ is a zero-trace perturbation of the density operator $T$ by $S_{0}$ - then $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$ and $1 \leq\|S\| \leq \max \left\{\|T\|,\left\|S_{0}\right\|\right\}=\max \left\{1,\left\|S_{0}\right\|\right\} \leq \max \{1, r\}=r$; i.e., $S \in \mathcal{D}_{r}(\mathcal{H})$. Therefore, relation (319) holds true.

### 7.5 The SOVMs and the statistical interpretation

The statistical interpretation of trace-induced states is ensured by defining the observables as a suitable $p$-adic counterpart of the POVMs:

Definition 7.21. A (discrete) selfadjoint-operator-valued measure (in short, a SOVM) in $\mathcal{H}$ is a countable family $\left\{A_{i}\right\}_{i \in I} \subset \mathcal{B}_{\mathrm{sa}}(\mathcal{H})$, which is norm-bounded - i.e., $\sup _{i \in I}\left\|A_{i}\right\|<\infty-$ and such that $\sum_{i \in I} A_{i}=$ Id. Here, if the index set $I$ is not finite, the series is supposed to converge w.r.t. weak operator topology (i.e., the initial topology induced by the family of maps $\left\{\mathscr{E}_{\phi, \psi}: \mathcal{B}(\mathcal{H}) \rightarrow\right.$ $\left.\left.\mathbb{Q}_{p}(\sqrt{\mu})\right\}_{\phi, \psi \in \mathcal{H}}, \mathscr{E}_{\phi, \psi}(A):=\langle\phi, A \psi\rangle\right)$. We call a $\operatorname{SOVM}\left\{A_{i}\right\}_{i \in I} \subset \mathcal{B}_{\mathrm{sa}}(\mathcal{H})$ contractive if, in particular, $\left\|A_{i}\right\| \leq 1$, for all $i \in I$; we say that it is trace-class if $\left\{A_{i}\right\}_{i \in I} \subset \mathcal{T}_{\text {sa }}(\mathcal{H})$.

Lemma 7.22. Let $\left\{A_{i}\right\}_{i \in I} \subset \mathcal{B}_{\mathrm{sa}}(\mathcal{H})$ be a $S O V M$, where the index set $I$ is (countably) infinite. Then, for every pair of vectors $\phi, \psi \in \mathcal{H}$,

$$
\begin{equation*}
\lim _{i}\left\langle\phi, A_{i} \psi\right\rangle=0 \tag{321}
\end{equation*}
$$

Proof. In fact, we have that

$$
\begin{align*}
\sum_{i \in I} A_{i}=\text { Id (w.r.t. the weak op. topology) } & \Longrightarrow\langle\phi, \psi\rangle=\left\langle\phi,\left(\sum_{i \in I} A_{i}\right) \psi\right\rangle=\sum_{i \in I}\left\langle\phi, A_{i} \psi\right\rangle \\
& \Longrightarrow \lim _{i}\left\langle\phi, A_{i} \psi\right\rangle=0 \tag{322}
\end{align*}
$$

where the second implication holds by Proposition 3.5.
Proposition 7.23. Let $\left\{A_{i}\right\}_{i \in I} \subset \mathcal{B}_{\mathrm{sa}}(\mathcal{H})$ be a SOVM. Then, for every trace-induced state $\Omega \in \mathcal{S}_{\operatorname{tr}}(\mathcal{H}),\left\{\Omega\left(A_{i}\right)\right\}_{i \in I}$ is a p-adic probability distribution. In particular, if $\Omega$ is a density state - i.e., $\Omega=\tau_{\mathcal{H}}(S)$, for some $S \in \mathcal{D}(\mathcal{H})$ - and $\left\{A_{i}\right\}_{i \in i}$ is contractive, then $\left\{\Omega\left(A_{i}\right)\right\}_{i \in I}$ is contained in the probability simplex $v_{0}\left(I, \mathbb{Q}_{p}(\sqrt{\mu})\right)$. Finally, the SOVM $\left\{A_{i}\right\}_{i \in I}$ is contractive iff $\sup _{i \in I}\left\|A_{i}\right\|=\max _{i \in I}\left\|A_{i}\right\|=1$.

Proof. By relation (297), $\left\{\Omega\left(A_{i}\right)\right\}_{i \in I} \subset \mathbb{Q}_{p}$ and, if the index set $I$ is finite, the first assertion follows directly from the condition that $\sum_{i \in I} A_{i}=I d$. Thus, we will henceforth assume that the index set $I$ is (countably) infinite.

Given any trace-induced state $\Omega \in \mathcal{S}_{\text {tr }}(\mathcal{H})$, we have that $\Omega=\tau_{\mathcal{H}}(S)$, for some $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$, and, taking any canonical decomposition $S=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$ of the trace class operator $S$, we
have that

$$
\begin{align*}
\Omega\left(A_{i}\right)=\operatorname{tr}\left(A_{i} S\right)=\operatorname{tr}\left(A_{i} \sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|\right) & =\operatorname{tr}\left(\sum_{j \in J} \lambda_{j}\left|A_{i} e_{j}\right\rangle\left\langle f_{j}\right|\right) \\
& =\sum_{j \in J} \lambda_{j} \operatorname{tr}\left(\left|A_{i} e_{j}\right\rangle\left\langle f_{j}\right|\right)=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle . \tag{323}
\end{align*}
$$

Here, the third equality follows from the fact that the linear map $\mathcal{T}(\mathcal{H}) \ni T \mapsto A_{i} T \in \mathcal{T}(\mathcal{H})$ is bounded, and for obtaining the fourth equality we have used the fact that $\operatorname{tr}(\cdot): \mathcal{T}(\mathcal{H}) \rightarrow \mathbb{Q}_{p}(\sqrt{\mu})$ is a bounded functional and, if $J=\mathbb{N}$, the series $\sum_{j \in J} \lambda_{j}\left|A_{i} e_{j}\right\rangle\left\langle f_{j}\right|$ converges w.r.t. the norm topology.

Observe now that, by Lemma 7.22, $\lim _{i} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle=0$, for all $j \in J$. Moreover, in the case where $J=\mathbb{N}$, since $\lim _{j} \lambda_{j}=0$ and $\alpha \equiv \sup _{i \in I}\left\|A_{i}\right\|<\infty$ (by the definition of a SOVM), then

$$
\begin{equation*}
\left|\left\langle f_{j}, A_{i} e_{j}\right\rangle\right| \leq \alpha\left\|f_{j}\right\|\left\|e_{j}\right\|=\alpha, \forall i, j \in I \Longrightarrow \lim _{j} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle=0, \text { uniformly in } i \in I \tag{324}
\end{equation*}
$$

Therefore, we can freely exchange the sums in the following calculation:

$$
\begin{align*}
\sum_{i \in I} \Omega\left(A_{i}\right) & =\sum_{i \in I} \sum_{j \in J} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle \\
& =\sum_{j \in J} \sum_{i \in I} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle \\
& =\sum_{j \in J} \lambda_{j}\left\langle f_{j},\left(\sum_{i \in I} A_{i}\right) e_{j}\right\rangle=\sum_{j \in J} \lambda_{j}\left\langle f_{j}, e_{j}\right\rangle=\operatorname{tr}(S)=1 \tag{325}
\end{align*}
$$

Here, we have used relation (323) and the fact that $\sum_{i \in I} A_{i}=\operatorname{Id}$ (w.r.t. the weak operator topology). In conclusion, it is proven that $\left\{\Omega\left(A_{i}\right)=\operatorname{tr}\left(A_{i} S\right)\right\}_{i \in I} \subset \mathbb{Q}_{p}$ is a p-adic probability distribution.

For the second assertion, just note that, if $\left\|A_{i}\right\| \leq 1$, then, for every canonical decomposition $S=\sum_{j \in J} \lambda_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|$ of the statistical operator $S \in \mathcal{T}_{\text {st }}(\mathcal{H})$, we have that $\left|\Omega\left(A_{i}\right)\right|=\left|\operatorname{tr}\left(A_{i} S\right)\right|=$ $\left|\sum_{j \in J} \lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle\right| \leq \max _{j \in J}\left|\lambda_{j}\left\langle f_{j}, A_{i} e_{j}\right\rangle\right| \leq \max _{j \in J}\left|\lambda_{j}\right|$. Therefore, if $S \in \mathcal{D}(\mathcal{H})$, then, by the equivalence of conditions (D1) and (D2) in Proposition 7.20, $\left|\Omega\left(A_{i}\right)\right| \leq 1$.

Regarding the final assertion, we only need to show that if $\left\{A_{i}\right\}_{i \in I}$ is a contractive SOVM, then $\sup _{i \in I}\left\|A_{i}\right\|=\max _{i \in I}\left\|A_{i}\right\|=1$. Indeed, if $\left\{A_{i}\right\}_{i \in I}$ is a contractive SOVM, we must have: $1=\|\operatorname{Id}\|=\left\|\sum_{i \in I} A_{i}\right\| \leq \sup _{i \in I}\left\|A_{i}\right\| \leq 1$. (Here, $\sup _{i \in I}\left\|A_{i}\right\|=\max _{i \in I}\left\|A_{i}\right\|$, because the only accumulation point of the subset $\|\mathcal{B}(\mathcal{H})\|=\left|\mathbb{Q}_{p}(\sqrt{\mu})\right|$ of $\mathbb{R}^{+}$is 0 .)

Example 7.24. Given a trace-induced state $\operatorname{tr}((\cdot) S) \in \mathcal{S}_{\text {tr }}(\mathcal{H})$, with every symmetric decomposition $S=\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right), J=\{1,2, \ldots\}$, of the statistical operator $S$ is associated, in a natural way, the $p$-adic probability distribution $\left\{\pi_{0}=0, \pi_{1}=\sigma_{1}\left\langle f_{1}, e_{1}\right\rangle+\overline{\sigma_{1}}\left\langle e_{1}, f_{1}\right\rangle, \ldots\right\}$ and the SOVM

$$
\begin{equation*}
\left\{A_{0}=\operatorname{Id}-S=\operatorname{Id}-\sum_{j \in J}\left(\sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right|+\overline{\sigma_{j}}\left|f_{j}\right\rangle\left\langle e_{j}\right|\right), A_{1}=\sigma_{1}\left|e_{1}\right\rangle\left\langle f_{1}\right|+\overline{\sigma_{1}}\left|f_{1}\right\rangle\left\langle e_{1}\right|, \ldots\right\} . \tag{326}
\end{equation*}
$$

Note that, for $p \neq 2,\left\{A_{0}, A_{1}, \ldots\right\}$ is contractive if $S \in \mathcal{D}(\mathcal{H})$, because $\left\|A_{0}\right\| \leq \max \{1,\|S\|\}=1$, and $\left\|A_{j}\right\|=\| \sigma_{j}\left|e_{j}\right\rangle\left\langle f_{j}\right| \|=\left|\sigma_{j}\right| \leq 1$, for all $j \in J$ (see Proposition 7.20). But (for every prime number $p$, and for $\operatorname{dim}(\mathcal{H})=\infty)$ it is not trace-class because $A_{0}=\operatorname{Id}-S \notin \mathcal{T}(\mathcal{H})$. For every orthonormal basis $\left\{\phi_{m}\right\}_{m \in \mathbb{N}}$ in $\mathcal{H},\left\{\left|\phi_{m}\right\rangle\left\langle\phi_{m}\right|\right\}_{m \in \mathbb{N}}$ is a contractive trace-class SOVM.

## 8 Conclusions and prospects

This work is the first step of a program aimed at developing an abstract approach to quantum mechanics and quantum information theory over a quadratic extension of the field $\mathbb{Q}_{p}$ of $p$-adic numbers, where $p$ is a generic prime number.

Let us briefly summarize our main achievements:

1. We have first introduced a suitable notion of a Hilbert space $\mathcal{H}$ over a quadratic extension $\mathbb{Q}_{p}(\sqrt{\mu})$ of $\mathbb{Q}_{p}$. A salient point is that the existence of an orthonormal basis is part of the definition of $\mathcal{H}$. (The space $\mathcal{H}$ will be supposed henceforth to be infinite-dimensional.)
2. We have then derived various properties of the ultrametric Banach space $\mathcal{B}(\mathcal{H})$ of bounded operators. A peculiar fact is that not every element of $\mathcal{B}(\mathcal{H})$ admits a proper adjoint. The adjointable elements of $\mathcal{B}(\mathcal{H})$ form an ultrametric Banach $*$-algebra $\mathcal{B}_{\text {ad }}(\mathcal{H})$. Bounded operators in $\mathcal{H}$ have been mostly regarded as matrix operators. This turns out to be a far-reaching approach in this non-Archimedean setting.
3. In fact, the unitary operators $\mathcal{U}(\mathcal{H}) \subset \mathcal{B}_{\text {ad }}(\mathcal{H})$ in $\mathcal{H}$ have been introduced as suitable matrix operators. We have then obtained a complete characterization of the unitary group $\mathcal{U}(\mathcal{H})$. In particular, $\mathcal{U}(\mathcal{H})$ is shown to be the intersection of the group $\mathscr{I}(\mathcal{H})$ of all surjective, IP-preserving, all-over operators, with the group $\mathscr{N}(\mathcal{H})$ of all surjective, NO-preserving, all-over operators. This result is coherent with the fact that the inner product and the norm are not as strictly related as in the standard complex case.
4. Once again, the trace class $\mathcal{T}(\mathcal{H}) \subset \mathcal{B}_{\mathrm{ad}}(\mathcal{H})$ of $\mathcal{H}$ has been defined as a suitable class of matrix operators and shown to be a two-sided $*$-ideal in $\mathcal{B}_{\text {ad }}(\mathcal{H})$. A very peculiar feature of the $p$-adic setting is that $\mathcal{T}(\mathcal{H})$ - endowed with the standard operator norm and with the Hilbert-Schmidt product - is a $p$-adic Hilbert space. Moreover, $\mathcal{T}(\mathcal{H})^{2}=\mathcal{T}(\mathcal{H})$, whence $\mathcal{T}(\mathcal{H})^{n}=\mathcal{T}(\mathcal{H})$, for all $n \in \mathbb{N}$. Otherwise stated, $\mathcal{T}(\mathcal{H})$ alone plays essentially the role that the trace ideals have in the complex case.
5. As in the complex case, $\mathcal{T}(\mathcal{H})$ is contained in the Banach space $\mathcal{C}(\mathcal{H})$ of compact operators; but, in the $p$-adic case we have the somewhat eccentric fact that $\mathcal{T}(\mathcal{H})=\mathcal{C}(\mathcal{H}) \cap \mathcal{B}_{\text {ad }}(\mathcal{H})$.
6. Following essentially the same route as in the algebraic formulation of (standard) quantum mechanics, we get to the conclusion that physical states in $p$-adic quantum mechanics should be defined as (suitably normalized) involution-preserving bounded functionals on the unital $*$-algebra $\mathcal{B}_{\text {ad }}(\mathcal{H})$. The role played by the $\sigma$-additive states in the complex case - the states associated with the density operators - is now played by the so-called trace-induced states $\mathcal{S}_{\mathrm{tr}}(\mathcal{H})$, induced, via the trace functional, by the statistical operators $\mathcal{T}_{\text {st }}(\mathcal{H})$. Once again we have a (two-fold) peculiar feature of the $p$-adic case: $\mathcal{T}_{\text {st }}(\mathcal{H})$ is a $\mathbb{Q}_{p}$-affine subset of $\mathcal{T}(\mathcal{H})$ - coherently with the affine structure of $p$-adic probability distributions - whence it is an unbounded subset of $\mathcal{T}(\mathcal{H})$. Nevertheless, one can still define a $\mathbb{Q}_{p}$-convex (and norm-bounded) subset $\mathcal{D}(\mathcal{H})$ of density operators.
7. The statistical interpretation of the (new) theory is completed by suitably defining the observables in $p$-adic quantum mechanics. We believe that the selfadjoint-operator-valued measures (SOVMs) - a suitable p-adic counterpart of the POVMs associated with a complex Hilbert space - provide a convenient mathematical tool for this scope. They allow one to associate with every trace-induced state a $p$-adic probability distribution. Note that with every symmetric decomposition of a statistical operator is associated, in a natural way, a $p$-adic probability distribution and a SOVM (Example 7.24). This may be
somewhat reminiscent of the probability distribution and the PVM canonically associated, via the spectral decomposition, with a density operator in a complex Hilbert space.

We now briefly outline some natural continuations of our work. It would be futile, at this preliminary stage, to try to envisage all potential developments and applications, so we will keep within a reasonably narrow neighborhood of our present understanding and results. As a first point, we plan to investigate the symmetry transformations in the $p$-adic setting, which entails studying symmetry (group) actions, a representation theory oriented towards applications to physics (say, the 'projective representations') etc. A related topic is the investigation of dynamical maps and dynamical (semi-)groups in $p$-adic quantum mechanics. Another interesting prospect is the study of the fine structure of the set of statistical operators, and the characterization of those states that are not trace-induced. Tensor products and entanglement are central in quantum information theory, and we expect that they will be central in the $p$-adic setting too. A further intriguing open problem is the description of the 'weak trace class' $\mathcal{T}_{\mathrm{w}}(\mathcal{H})$. We already know that it contains the compact operators $\mathcal{C}(\mathcal{H})$; but, is there anything else?

## Acknowledgements

The authors gratefully acknowledge useful discussions with Andrei Yur'evich Khrennikov and Andreas Winter.

## References

[1] P.A.M. Dirac, "The mathematical foundations of quantum theory", in Mathematical Foundations of Quantum Theory, A.R. Marlow ed., Academic Press, 1978, pp. 1-8.
[2] A. Peres and N. Rosen, "Quantum limitations on the measurement of gravitational fields", Phys. Rev. 118, pp. 335-376 (1960).
[3] I.V. Volovich, "Number theory as the ultimate physical theory", Preprint CERN-TH 87, pp. 4781-4786 (1987).
[4] I.V. Volovich, "Number theory as the ultimate physical theory", p-Adic Numbers Ultr. Anal. Appl. 2, pp. 77-87 (2010).
[5] V.S. Vladimirov and I.V. Volovich, "p-adic quantum mechanics", Comm. Math. Phys. 123, pp. 659-676 (1989).
[6] J.W.S. Cassels, Local Fields, Cambridge University Press, 1986.
[7] F.Q. Gouvêa, p-adic Numbers, An Introduction, 2nd ed., Springer, 1997.
[8] W.H. Schikhof, Ultrametric Calculus: An Introduction to p-adic Analysis, Cambridge University Press, 2006.
[9] H. Salzmann, T. Grundhöfer, H. Hähl and R. Löwen, The classical fields, Cambridge University Press, 2007.
[10] A.M. Robert, A Course in p-adic Analysis, Springer, 2013.
[11] P. Ruelle, E. Thiran, D. Verstegen and J. Weyers, "Quantum mechanics on p-adic fields", J. Math. Phys. 30, pp. 2854-2874 (1989).
[12] Y. Meurice, "Quantum mechanics with p-adic numbers", Int. J. Mod. Phys. A 4, pp. 51335147 (1989).
[13] A.Y. Khrennikov, "Representation of second quantization over non-Archimedean number fields", Dokl. Akad. Nauk. SSSR 314, pp. 1380-1384 (1990).
[14] A.Y. Khrennikov, "p-adic quantum mechanics with $p$-adic valued functions", J. Math. Phys. 32, pp. 932-937 (1991).
[15] S. Albeverio and A.Y. Khrennikov, " $p$-adic Hilbert space representation of quantum systems with an infinite number of degrees of freedom", Int. J. Mod. Phys. B 10, pp. 1665-1673 (1996).
[16] A. Vourdas, "Quantum mechanics on profinite groups and partial order", J. Phys. A: Math. Theor. 46, 043001 (2013).
[17] A. Vourdas, Finite and Profinite Quantum Systems, Springer, 2017.
[18] R. Rammal, G. Toulouse and M.A. Virasoro, "Ultrametricity for physicists", Rev. Mod. Phys. 58, pp. 765-821 (1986).
[19] G. Parisi, "On p-adic functional integrals", Mod. Phys. Lett. A 3, pp. 639-643 (1988)
[20] E. Beltrametti and G. Cassinelli, "Quantum mechanics and p-adic numbers", Found. Phys. 2, pp. 1-7 (1972).
[21] V.S. Varadarajan, Geometry of Quantum Theory, 2nd ed. Springer, 1985.
[22] E. Beltrametti and G. Cassinelli, The logic of Quantum Mechanics, Addison Wesley. 1981.
[23] J.-P. Serre, A Course in Arithmetic, Springer, 1973.
[24] A.Y. Khrennikov, "Representations of Schrödinger and Bargmann-Fock in nonArchimedean quantum mechanics", Dokl. Akad. Nauk. SSSR 313, pp. 325-329 (1990).
[25] A.Y. Khrennikov, "Mathematical methods of non-Archimedean physics", Russ. Math. Surv. 45, pp. 87-125 (1990).
[26] A.Y. Khrennikov, "Quantum mechanics over Galois extensions of number fields", Dokl. Math. 35, pp. 1032-1035 (1990).
[27] A.Y. Khrennikov, "Real non-Archimedean structure of spacetime", Theor. Math. Phys. 86, pp. 121-130 (1991).
[28] A.Y. Khrennikov, "Statistical interpretation of $p$-adic valued quantum field theory", Dokl. Akad. Nauk. SSSR 328, pp. 46-49 (1993).
[29] S. Albeverio, A.Y. Khrennikov and R. Cianci, "A representation of quantum field Hamiltonian in a p-adic Hilbert space", Teor. Mat. Fiz. 112, pp. 355-374 (1997).
[30] S. Albeverio, R. Cianci and A.Y. Khrennikov, "On the spectrum of the p-adic position operator", J. Phys. A: Math. Gen. 30, pp. 881-889 (1997).
[31] S. Albeverio, R. Cianci and A.Y. Khrennikov, "On the Fourier transform and the spectral properties of the $p$-adic momentum and Schrödinger operators", J. Phys. A: Math. Gen. 30, pp. 5767-5784 (1997).
[32] S. Albeverio and A.Y. Khrennikov, "A regularization of quantum field Hamiltonians with the aid of p-adic numbers", Acta. Appl. Math. 50, pp. 225-251 (1998).
[33] S. Albeverio, R. Cianci and A.Y. Khrennikov, " $p$-adic valued quantization", p-Adic Numbers Ultr. Anal. Appl. 1, pp. 91-104 (2009).
[34] A.Y. Khrennikov, " $p$-adic probability theory and its applications. The principle of statistical stabilization of frequencies", Theor. Math. Phys. 97, pp. 1340-1348 (1993).
[35] A.Y. Khrennikov, "Interpretations of probability and their p-adic extensions", Theory Probab. Appl. 46, pp. 256-273 (2002).
[36] G.G. Emch, Mathematical and Conceptual Foundations of 20th-Century Physics, NorthHolland, 1984.
[37] F. Strocchi, An Introduction to the Mathematical Structure of Quantum Mechanics: a Short Course for Mathematicians, 2nd ed., World Scientific, 2008.
[38] M. Reed and B. Simon, Methods of Modern Mathematical Physics, vol. 1, Academic Press, 1980.
[39] B. Simon, Trace Ideals and Their Applications, 2nd ed., American Mathematical Society, 2005.
[40] V.S. Vladimirov, I.V. Volovich and E.I. Zelenov, p-adic Analysis and Mathematical Physics, World Scientific, 1994.
[41] V. Anashin and A. Khrennikov, Applied Algebraic Dynamics, Walter de Gruyter, 2009.
[42] G. Shimura, Arithmetic of Quadratic Forms, Springer, 2010.
[43] G.B. Folland A course in Abstract Harmonic Analysis, 2nd ed., CRC Press, 2015.
[44] L. Narici, E. Beckenstein and G. Bachman, Functional Analysis and Valuation Theory, Marcel Dekker, 1971.
[45] A.C.M. van Rooij, Non-Archimedean Functional Analysis, Marcel Dekker, 1978.
[46] S. Bosch, R. Remmert and U. Güntzer, Non-Archimedian Analysis: a Systematic Approach to Rigid Analytic Geometry, Springer, 1984.
[47] C. Perez-Garcia and W.H. Schikhof, Locally Convex Spaces over Non-Archimedean Valued Fields, Cambridge University Press, 2010.
[48] T. Diagana and F. Ramaroson, Non-Archimedean Operator Theory, Springer, 2016.
[49] D.S. Dummit and R.M. Foote, Abstract Algebra, 3rd ed., John Wiley \& Sons, 2004.
[50] G. Kalisch, "On p-adic Hilbert spaces", Ann. of Math. 48, pp. 180-192 (1947).
[51] J. Aguayo and M. Nova, "Non-Archimedean Hilbert like spaces", Bull. Belg. Math. Soc. Simon Stevin 14, pp. 787-797 (2007).
[52] S. Albeverio, J. M. Bayod, C.P. Garcia, R. Cianci and A.Y. Khrennikov, "Non-Archimedean analogues of orthogonal and symmetric operators and $p$-adic quantization", Acta Appl. Math. 57, pp. 205-237 (1999).
[53] P.N. Natarajan, Sequence Spaces and Summability over Valued Fields, CRC Press, 2019.
[54] P.N. Natarajan, An Introduction to Ultrametric Summability Theory, 2nd ed., Springer, 2016.
[55] L. Narici and E. Beckenstein, "A non-Archimedean inner product", Contemporary Mathematics 384, pp. 187-202 (2005).
[56] M.P. Solèr, "Characterization of Hilbert spaces by orthomodular spaces", Commun. Algebra 23, pp. 219-243 (1995).
[57] R. Piziak, "Orthomodular lattices and quadratic spaces: a survey", Rocky Mt. J. Math. 21, pp. 951-992 (1991).
[58] J. Weidmann, Linear Operators in Hilbert Spaces, Springer, 1980.
[59] N. Shilkret, "Orthogonal transformations in non-Archimedean spaces", Arch. Math. 23, pp. 285-291 (1972).
[60] V. Moretti, Spectral Theory and Quantum Mechanics, 2nd ed., Springer, 2017.
[61] M. van der Put, "The ring of bounded operators on a non-Archimedean normed linear space", Indag. Math. 71, pp. 260-264 (1968).
[62] J.-P. Serre, "Endomorphismes complètement continus des espaces de Banach p-adique", Publications Mathématiques de l'I.H.É.S. 12, pp. 69-85 (1962).
[63] G. Giachetta, L. Mangiarotti and G. Sardanashvily, Geometric and Algebraic Topological Methods in Quantum Mechanics, World Scientific, 2005.
[64] O. Bratteli and D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics 1: $C^{*}$-and $W^{*}$-Algebras, Symmetry Groups, Decomposition of States, 2nd ed., Springer, 1987.
[65] A.S. Holevo, Statistical Structure of Quantum Theory, Springer, 2001.
[66] P. Busch, P. Lahti, J.-P. Pellonpää and K. Ylinen, Quantum Measurement, Springer, 2016.
[67] T. Heinosaari and M. Ziman, The Mathematical Language of Quantum Theory, Cambridge University Press, 2012.
[68] A.Y. Khrennikov, p-Adic Valued Distributions in Mathematical Physics, Kluwer Academic Publishers, 1994.
[69] A.Y. Khrennikov Non-Archimedean Analysis: Quantum Paradoxes, Dynamical Systems and Biological Models, Kluwer Academic Publishers, 1997.


[^0]:    *Email: paolo.aniello@na.infn.it
    ${ }^{\dagger}$ Email: stefano.mancini@unicam.it
    ${ }^{\ddagger}$ Email: vincenzo.parisi@unicam.it

[^1]:    ${ }^{1}$ Namely, $\forall \epsilon>0, \exists \mathrm{~N} \in \mathbb{N}$ such that, if $m, n>\mathrm{N}$, then $\left|x_{m n}\right|<\epsilon$.

