## Transport of active particles in an openwedge channel

Cite as: J. Chem. Phys. 150, 144903 (2019); https://doi.org/10.1063/1.5090104
Submitted: 24 January 2019 . Accepted: 11 March 2019 . Published Online: 09 April 2019
Lorenzo Caprini, Fabio Cecconi (D) and Umberto Marini Bettolo Marconi (D)


View Online
Export Citation

## ARTICLES YOU MAY BE INTERESTED IN

Response of active Brownian particles to shear flow
The Journal of Chemical Physics 150, 144111 (2019); https://doi.org/10.1063/1.5086495
Chemical Physics of Active Matter
The Journal of Chemical Physics 151, 114901 (2019); https://doi.org/10.1063/1.5125902
Fluctuation-dissipation in active matter
The Journal of Chemical Physics 150, 184901 (2019); https://doi.org/10.1063/1.5081725


# Transport of active particles in an open-wedge channel 

Cite as: J. Chem. Phys. 150, 144903 (2019); doi: 10.1063/1.5090104
Submitted: 24 January 2019 • Accepted: 11 March 2019 •
Published Online: 9 April 2019

Lorenzo Caprini, ${ }^{1}$ Fabio Cecconi, ${ }^{2}$ (D) and Umberto Marini Bettolo Marconi ${ }^{3}$ (D)
AFFILIATIONS
${ }^{1}$ Gran Sasso Science Institute (GSSI), Via F.Crispi 7, I-67100 L'Aquila, Italy
${ }^{2}$ Istituto dei Sistemi Complessi (CNR), Via Taurini 19, I-00185 Roma, Italy
${ }^{3}$ Scuola di Scienze e Tecnologie, Università di Camerino, Via Madonna delle Carceri, I-62032 Camerino, Italy


#### Abstract

The transport of independent active Brownian particles within a two-dimensional narrow channel, modeled as an open-wedge, is studied both numerically and theoretically. We show that the active force tends to localize the particles near the walls, thus reducing the effect of the entropic force which, instead, is prevailing in the case of passive particles. As a consequence, the exit of active particles from the smaller side of the channel is facilitated with respect to their passive counterpart. By continuously re-injecting particles in the middle of the wedge, we obtain a steady regime whose properties are investigated in the presence and absence of an external constant driving field. We characterize the statistics and properties of the exit process from the two opposite sides of the channel, also by making a comparison between the active case and passive case. Our study reveals the existence of an optimal value of the persistence time of the active force which is able to guarantee the maximal efficiency in the transport process.
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## I. INTRODUCTION

In the last years, the theoretical study of self-propelled microswimmers has become an important research area at the crossroads between biology, mathematics, and physics. These systems are ubiquitous in nature, typical examples being bacteria, ${ }^{1}$ protozoa, ${ }^{2}$ spermatozoa, ${ }^{3}$ living tissues, ${ }^{4}$ and actin filaments, ${ }^{5}$ to mention just a few. On the other hand, bioengineers and physicists are developing techniques to create artificial self-propelled objects, as in the case of the so-called Janus particles. ${ }^{6,7}$

The common feature of active particles is the existence of a self-propelling mechanism converting the environmental energy into motion. ${ }^{8-11}$ The nature of such propulsion varies from one microswimmer to another but in general determines a ballistic motion at short spatial and temporal scales and a diffusive motion at larger scales.

In order to describe the behavior of such systems, different theoretical models have been developed; among them, we recall (a) the Run\&Tumble (R\&T) model, ${ }^{12-14}$ where the microswimmers alternatively perform at a given rate ballistic displacements and tumbles, i.e., random changes in the orientation of their velocity. (b) A continuous model with a Langevin-like dynamics, the so-called active

Brownian particle (ABP) model ${ }^{9,15}$ described in detail in Sec. II. (c) The active Ornstein-Uhlenbeck particle (AOUP) model. ${ }^{16-18}$ All these models show an intriguing phenomenology ranging from particle accumulation near the walls of a container ${ }^{19-25}$ to the existence of non-Boltzmann probability distributions ${ }^{26-28}$ also in the presence of acoustic traps, ${ }^{29,30}$ the appearance of negative mobility in the presence of non convex potentials, ${ }^{31}$ and motility induced phase separation (MIPS), ${ }^{32-38}$ in the case of interacting active particles. The influence of geometrical constraints on the motion of active particles is a less explored and only partly understood issue, in spite of its importance in elucidating how some systems of biological interest behave. For instance, living bodies harbor colonies of bacteria normally localized in the skin, external mucosae, gastrointestinal tracts, etc. These bacteria, by crossing narrow constrictions, are able to invade/infect the hosts' internal tissues that instead need to remain sterile. ${ }^{39}$ How this passage occurs is a problem of great relevance for evident reasons, especially in cases of pathogen infections.

In the framework of R\&T modeling, first-passage properties have been studied both with ${ }^{40}$ and without ${ }^{41,42}$ thermal noise for a one-dimensional channel, whereas the same problem was numerically studied for a one-dimensional version of the ABP-model ${ }^{43}$ and
in two-dimensional corrugated channels in Refs. 44 and 45. In a similar context, a Fick-Jacobs transport equation ${ }^{46}$ accounting for the channel geometry via an entropic effective force ${ }^{47-49}$ has been proposed for weakly active particles. ${ }^{50}$

In the present paper, we idealize the motion of bacteria by means of ABP and model the pore as a narrow wedge-shaped capillary. At variance with previous studies, we investigate how the firstpassage process of an ABP through a narrow constriction depends on the activity parameters as well as the geometry. The distribution of the escape events has been addressed by several authors; ${ }^{31,51-53}$ in this work, we focus on the general features of escape process, in particular, comparing the efficiency of "active" transport with the Brownian transport.

The paper is organized as follows: in Sec. II, we introduce the model, while in Sec. III, the steady-state properties of active particles in the channel are discussed, including the density along the transport direction and the density along a section of the pore. In Sec. IV, we study the escape-time statistics showing how the efficiency of the active transport depends on the active force. Finally, we summarize the main results in the Conclusions section.

## II. MODEL OF ACTIVE PARTICLES IN OPEN WEDGE-GEOMETRY

We consider an assembly of independent active particles immersed in a viscous solvent and constrained to move in the two dimensional truncated-wedge channel shown in Fig. 1. We neglect the inertial effect and consider the over-damped dynamics of the particles, where the position of each particle, $\mathbf{r}$, moves according to the following stochastic differential equation:

$$
\begin{equation*}
\gamma \dot{\boldsymbol{r}}=\boldsymbol{F}(\mathbf{r})+\epsilon \hat{\mathbf{x}}+\gamma U_{0} \hat{\mathbf{e}}(t), \tag{1}
\end{equation*}
$$

where $\boldsymbol{F}$ is an external force and $\epsilon \hat{\mathbf{x}}$ is a drift along the channel axis representing a systematic bias associated with a drag or a biological bias toward positive $x$. The constant $y$ is the friction coefficient. The last term of Eq. (1) represents the ABP self-propulsion mechanism, namely, a force of fixed strength, $\gamma U_{0}$, and varying orientation, $\hat{\mathbf{e}}(t)=(\cos \theta(t), \sin \theta(t))$, whose angle $\theta(t)$ evolves according to the following Wiener process:

$$
\begin{equation*}
\dot{\theta}=\sqrt{2 D_{r}} \xi \tag{2}
\end{equation*}
$$



FIG. 1. Sketch of the truncated wedge used as a simulation box $Q=\{|x| \leq L, 0$ $\leq y \leq w(x)\}$, bounded by the lines $y=H-H x / a$ and $y=0$. Absorbing conditions are placed at $x= \pm L$, for which the particles crossing $x= \pm L$ are removed from the system. The black circle, centered in $(0, H / 2)$, marks the narrow region where particles are either initially emitted or re-injected after their absorption.
where the constant $D_{r}$ is the rotational diffusion coefficient and $\xi$ is a white noise with zero average and unitary variance. As several experimental studies indicate, ${ }^{54}$ the influence of the thermal agitation of the solvent surrounding the microswimmers can be neglected. ${ }^{55}$

The particles are confined to the domain $Q=\{(x, y):|x| \leq \boldsymbol{L}$, $0 \leq y<w(x)\}$ bounded by the bottom of the open-wedge channel at $y=0$ and by its upper boundary

$$
\begin{equation*}
w(x)=\frac{H}{a}(a-x) . \tag{3}
\end{equation*}
$$

The left and right vertical boundaries, at $x= \pm L$, are absorbing, while both boundaries are soft reflecting walls (no-flux boundaries). Moreover, we are interested in the narrow channel condition: $H \ll L$. The top wall exerts on the particles a force directed along its normal direction $\mathbf{n}=\left(w^{\prime}(x),-1\right) / \sqrt{1+w^{\prime}(x)^{2}}$, whereas the repulsion of the bottom wall is directed along $\hat{\mathbf{y}}=(0,1)$. To represent this force, we introduce a wall-potential $V(u)=V_{0} / m(\sigma / u)^{m}$, where $V_{0}$ defines its energy scale and $\sigma$ its length-scale assumed to be small with respect to $H, L$ and write

$$
\begin{equation*}
\mathbf{F}=-V^{\prime}(w(x)-y) \mathbf{n}-V^{\prime}(y) \hat{\mathbf{y}}, \tag{4}
\end{equation*}
$$

where the prime represents the derivative with respect to the argument $u$. The form of the force (4) determines specular reflection when particles "collide" with the walls. To prevent excessive penetration, the functional form of $V$ must guarantee strong repulsion when evaluated at $y=w(x)$ and $y=0$ and thus we assume $\sigma$ to be at least $\sim 10^{-2} H$ and $V_{0}=1, m=4$.

In the numerical simulations, the particles are initially placed in a small neighborhood of the point $P=(0, H / 2)$ (see Fig. 1), mimicking the injection by means of a "micro-pipette," and eventually leave the pore at the $L$ and $-L$ boundaries. A stationary process is achieved by reinserting these particles at the point $P$. Correspondingly, the direction of the active force acting on the re-injected particles is obtained from a uniform distribution of angles $\theta$ in the interval $[0,2 \pi]$. The evolution of $N=10^{4}$ particles is obtained by integrating Eq. (1) with a Euler-Maruyama algorithm, ${ }^{56}$ at least up to time $\mathcal{T} \sim 10^{3} / D_{r}$. Throughout the paper, the geometry will be fixed such that $H=10, L=80$, and $a=100$, which guarantees the condition $H \ll L$.

We begin our analysis by first discussing how the particle distribution over the domain $Q$ influences the escape properties when $D_{r}$ is varied.

## A. Case $\boldsymbol{\epsilon}=0$

In Fig. 2, we display three snapshots of particle configuration at increasing values of $D_{r} L / U_{0}$, in the absence of an external force.

Panels (a) and (b) clearly show thin denser stripes near both the upper and lower wall, indicating the tendency of strongly active particles to "climb on" confining edges. With the growth of $D_{r} L / U_{0}$, the accumulation at walls decreases from (a) to (b) till almost vanishing in (c).

The particle distribution is inhomogeneous and characterized by peaks at the walls ${ }^{57-59}$ whose height is controlled by the persistence time of the force orientation, $t_{a}=1 / D_{r} .{ }^{20}$ Indeed, the larger $t_{a}$, the greater is the time spent by a particle in the proximity of the wall and the larger the accumulation. ${ }^{60}$ In the limit of small persistence


FIG. 2. Snapshots of particle configurations, upon re-injection at the site $(0, H / 2)$, for different values of the parameter $D_{r} L / U_{0}$ in the absence of field $\epsilon=0$. Panels (a), (b), and (c), showing a different degree of particle accumulation to the walls, are obtained with $D_{r} L / U_{0}=2.6 \times 10^{-2}, 1.3 \times 10,2.7 \times 10^{2}$, respectively. Other system parameters are $L=80, a=100, H=10$, and $U_{0}=3$.
time $\left(D_{r} \gg \gamma\right)$, the accumulation becomes negligible and the particles' behavior is quite similar to the Brownian one, with an effective temperature $T=\gamma U_{0}^{2} / 2 D_{r}$. ${ }^{15,32,61,62}$

To characterize the accumulation degree, we report in Fig. 3 the conditional probability distribution function (pdf), $p(y \mid x)$, at two selected vertical sections centered at $x= \pm L / 2$. The conditional pdf of Fig. 3(a), corresponding to the snapshot (b) in Fig. 2, displays a bimodal behavior with well pronounced peaks due to a marked accumulation of particles at the walls. The bulk distribution, between the peaks, is not uniform, indicating that the activity not only promotes the accumulation at the boundaries but also influences the bulk. It is also apparent that the bulk-density is smaller than the density of


FIG. 3. Conditional probability distribution functions, $p(y \mid x)$, evaluated at $x=L / 2$ (blue line) and $x=-L / 2$ (red line). Panels (a) and (b) are obtained for $D_{r} L / U_{0}$ $=1.3 \times 10,2.7 \times 10^{2}$, respectively. System parameters are $L=80, a=100, H=10$, $\epsilon=0$, and $U_{0}=3$.
the Brownian system counterpart [Fig. 3(b)]. This picture is in a qualitative agreement with the prediction of Malgaretti and Stark. ${ }^{44}$ When $D_{r}$ becomes larger enough to determine the approach to the Brownian-like regime, see Fig. 3(a) referring to the snapshots (c) in Fig. 2, the peaks become strongly depleted, and $p(y \mid x)$ turns to be flat in the bulk, as a consequence of a fast transversal homogenization.

The accumulation also depends on the persistence length, $\lambda_{a}=U_{0} / D_{r}$, roughly the typical length-scale after which particles change the direction. Indeed, the comparison between $\lambda_{a}$ and the geometrical sizes $H$ and $L$ of the channel, Fig. 1, unveils the interplay between surface and bulk properties and allows three main regimes to be identified:
(i) The regime $H \ll L \ll \lambda_{a}$, where particles move ballistically in all directions [Fig. 2(a)] and the majority of them lay in the proximity of the two walls, eventually sliding along them.
(ii) In the regime $H \ll \lambda_{a} \ll L$, a diffusive effective motion emerges along the axis channel, while the transversal motion is characterized by rebounds between the walls. The snapshot (b) of Fig. 2 shows that under this condition, the accumulation reduces and is no longer dominant.
(iii) The regime $\lambda_{a} \ll H$, where the persistence length is smaller than any geometrical scale. As shown in Fig. 2(c), the phenomenology is similar to the one of a Brownian system at an effective temperature, $T=\gamma U_{0}^{2} / 2 D_{r}$.


FIG. 4. Ratio $N_{w} /\left(N-N_{w}\right)$ between the number of particles accumulating at the walls and the remaining ones in the bulk, as a function of $D_{r}$. The inset is a blow-up of the range $D_{r}>1$. System parameters are the same as in Fig. 3.


FIG. 5. Snapshots of particle positions in the presence of a field $\epsilon=0.5$ at different $U_{0}$ and $D_{r}$. Panels (a), (b), and (c) refer to values $U_{0}=1.0,0.5,0.1$ and the same $D_{r}=1.0$, while panels (d), (e), and (f) are obtained with the same set of $U_{0}$ but a value $D_{r}=0.01$. Black lines represent the walls, and the gray circle centered at $(0,5)$ is the area where particles are re-injected when they cross the right exit at $x=L=80$. The remaining parameters are $a=100$ and $H=10$.

As a quantitative measure of accumulation, we plot in Fig. 4 the fraction $N_{w} /\left(N-N_{w}\right)$ vs $D_{r}$, by counting the particles contained in the stripes, parallel and adjacent to each boundary, of transversal size $\sigma$. This ratio exhibits a monotonic decreasing behavior with $D_{r}$ toward the Brownian limit, further indicating that the increase in $D_{r}$ depresses the accumulation at the wall.

## B. Case $\epsilon>0$

We now discuss the case where an external force of strength $\epsilon$ pushes the particles toward the right. At variance with the case without drift, $U_{0}$ plays a fundamental role as it combines with the drift $\epsilon / \gamma$. We vary $U_{0}$, keeping $\epsilon=0.5$, and explore the two regimes $\gamma U_{0} \geq \epsilon$ and $\gamma U_{0}<\epsilon$, at different values of $D_{r}$.

In Fig. 5, we show six snapshots of particle configurations at different values of $D_{r}$ and $U_{0}$. Panels (a)-(c) referring to $D_{r}=1.0$ and $U_{0}=1,0.5$, and 0.1 show a Brownian-like behavior with the effective temperature, $T=\gamma U_{0}^{2} / 2 D_{r}$. In this regime, the Brownian fluctuations are not able to counteract the effect of the bias so that no particle can escape on the left.

As shown in Figs. 5(a) and 5 (b) when $\epsilon \lesssim \gamma U_{0}$, the particles may fill vertically the whole sector $x>0$ of the channel, whereas in the opposite regime ( $\epsilon \gtrsim \gamma U_{0}$ ), the drift prevails over diffusion creating a sort of "plume" toward the right exit, as illustrated in Fig. 5(c).

The persistent case $D_{r}=0.01$ is shown in panels (d)-(f). In panel (d), the particles can explore the whole channel despite the bias; on the contrary, when the ratio $\gamma U_{0} / \epsilon$ decreases, the bias prevails, and particles injected at the point $P$ can only explore angles $\beta$ such that

$$
|\beta| \leq \tan ^{-1}\left(\frac{\epsilon}{U_{0}}\right)
$$

see panels (e) and (f). Such a condition is obtained by assuming a less favorable case where the active force has only the $y$-component; thus, $\dot{x}=\epsilon, \dot{y}= \pm U_{0}$.

## III. DISTRIBUTION ALONG CHANNEL AXIS

A successful approximation often employed in the study of the transport of passive particles in narrow channels with non-uniform section is represented by the so-called Fick-Jacobs approach. ${ }^{46,47,49}$ It amounts to reducing the multidimensional process to a
one-dimensional diffusion in the effective potential encoding the channel geometry. Such an approximation is valid whenever the system reaches a steady distribution in the transversal section on a time scale much shorter than the typical time of the process along the channel axis. ${ }^{48,63,64}$ To what extent this homogenization approach is valid for active particles is not clear. Our results show that transversal homogenization is not fulfilled when $D_{r}<\gamma$ because persistent values of the active force favor the accumulation at the walls. In this respect, we numerically study the stationary marginal probability distribution, $p_{\text {st }}(x)$, along the channel axis,

$$
\begin{equation*}
p_{\mathrm{st}}(x)=\frac{1}{w(x)} \int_{0}^{w(x)} d y P_{\mathrm{st}}(x, y), \tag{5}
\end{equation*}
$$

obtained from the two-dimensional distribution $P_{\mathrm{st}}(x, y)$. Notice that the existence of a stationary state is a consequence of the reinjection that replaces the particles exiting from the boundaries $x= \pm L$. The numerical $p_{\mathrm{st}}(x)$ are reported in Fig. 6(a) in the absence of bias and in Fig. 6(b) in the presence of bias, $\epsilon$, for different values of $D_{r}$.

For $\epsilon=0$, panel (a), we observe an asymmetry with respect to the center of the channel $(x=0)$ reflecting the narrowing of the section $w(x)$. Indeed, the slant of the upper wall generates an "entropic" drift favoring a larger occupation of the side $x<0$. This entropic effect is more evident for large $D_{r}$ and maximal in the Brownian limit characterized, up to a normalization constant, by a distribution (dashed black line)

$$
p_{s t}(x)=\left\{\begin{array}{lc}
A(a-x) \ln \left(\frac{a+L}{a-x}\right) & x \in[-L, 0]  \tag{6}\\
B(a-x) \ln \left(\frac{a-x}{a-L}\right) & x \in[0, L]
\end{array},\right.
$$

predicted by a Fick-Jacobs approach ${ }^{46,48,49}$ that is discussed in detail in the Appendix. $A, B$ are two coefficients depending on the geometry parameters, $a, L, H$.

It is interesting to remark that formula (6) remains reasonably applicable to active particles up to values around $D_{r}=1$. At smaller $D_{r}$, the entropic drift is contrasted by the persistence of the


FIG. 6. Stationary marginal space probability distribution, $p_{\mathrm{st}}(x)$, at different values of $D_{r}$. Panel (a) refers to $\epsilon=0$, panel (b) refers to $\epsilon>0$; dashed lines represent the Brownian predictions: Eq. (6) for $\epsilon=0$ and Eq. (7) for $\epsilon>0$. System parameters are $L=80, a=100, H=10$, and $U_{0}=3.0$.
trajectories and consequently, the distribution becomes more symmetric; it also develops a narrow peak near $x=0$, more and more pronounced as $D_{r}$ is reduced. This over-crowding of the region near $x=0$, absent in the Brownian case, is a combined effect of reinjection and persistence that determines the accumulation of the particles pointing toward the walls.

As shown in Fig. 6(b), a constant field $\epsilon=0.5$ overwhelms the "entropic" drift and determines a larger density in the region $x>0$. Even in this case, the shape of $p_{s t}(x)$ is strongly influenced by the activity, and again the large $D_{r}$ range recovers the Brownian-like profile

$$
p_{\text {st }}(x) \propto e^{\varepsilon x}(a-x)\left\{\begin{array}{c}
A(\operatorname{Ei}[\varepsilon(a+L)]-\operatorname{Ei}[\varepsilon(a-x)])  \tag{7}\\
x \in[-L, 0] \\
B(\operatorname{Ei}[\varepsilon(a-x)]-\operatorname{Ei}[\varepsilon(a-L)]) \\
x \in[0, L]
\end{array},\right.
$$

which is also derived in the Appendix. In expression (7), we set $\varepsilon=\gamma \epsilon / T$ (with $T=\gamma U_{0}^{2} / 2 D_{r}$ meant as an effective temperature) and Ei $[\ldots]$ denotes the exponential integral function (cf. pp. 661-662 of Ref. 65).

We conclude by remarking that in the strong activity regime [blue and green curves in Figs. 6(a) and 6(b)], the active force is able to shadow both the entropic and the bias effects, thus leading to a symmetrization of the profiles.

In Sec. IV, we see how the accumulation mechanism of the particles to the walls strongly affects the escape process.

## IV. ESCAPE PROCESS OF ACTIVE PARTICLES FROM THE WEDGE

We study numerically the escape statistics from the wedge, $Q$, for the ensemble of particles initially injected in the neighborhood of ( $0, H / 2$ ). We define the left and right first passage times, $\tau_{L, R}$, as the first time at which a given particle leaves $Q$ either from the left or from the right boundary,

$$
\begin{align*}
\tau_{L} & =\min _{t}\left\{0<t \leq T_{w} \mid x(t)<-L\right\},  \tag{8}\\
\tau_{R} & =\min _{t}\left\{0<t \leq T_{w} \mid x(t)>L\right\}, \tag{9}
\end{align*}
$$

within a given simulation time window $\left[0, T_{w}\right]$. A convenient choice is $T_{w} \sim 10^{4} / D_{r}$ to allow all the particles to exit in a reasonable simulation time. We investigate the three different dynamical regimes discussed in Sec. II and obtain numerically the exit-time distributions, $\Psi_{L, R}(\tau)$, by the histogram method. We start discussing the results in the case of no drift, $\epsilon=0$, and then we consider the driven system, $\epsilon>0$, using the Brownian case as a reference.

## A. Active escaping time at $\epsilon=0$

Figure 7 reports the distributions of first exit times, $\Psi(\tau)$, at different values of $D_{r}$.

When $\lambda_{a} \ll H \ll L$, the majority of the particles spread in the bulk and their behavior is hardly distinguishable from the one of a swarm of Brownian particles with temperature $\gamma U_{0}^{2} / 2 D_{r}$.


FIG. 7. Escape time distribution, $\Psi(\tau)$, for $\epsilon=0$, computed at selected values of $D_{r}$ in the range $\left[2 \times 10^{-3}, 5\right]$, see the legend. Plots have been split in two panels for readability reasons: panel (a) refers to the range $\left[2 \times 10^{-3}, 5 \times 10^{-2}\right]$ while panel (b) to the range $[0.1,5.0]$. Other used parameters are $L=80, a=100, H=10$, and $U_{0}=3$.

Accordingly, $\Psi(\tau)$ is very similar to the escape time distribution of Brownian particles from the wedge.

When the persistence length is $H \ll \lambda_{a} \ll 2 L$, the situation changes because (i) a large fraction of particles spend much time stuck to the up and bottom boundary and (ii) the vertical component of the particle velocity behaves quite "deterministically" producing a bouncing ball effect between the upper and lower boundaries that lasts for a period of the order of the persistence time, ${ }^{60} t_{a} \sim 1 / D_{r}$. As a result of the "stickiness" of the walls, we observe a sort of dimensional reduction which confers to $\Psi(\tau)$, a shape strongly deviating from the corresponding Brownian distribution. At first, as seen in both Figs. 7(a) and 7(b), a pronounced asymmetry of $\Psi(\tau)$ occurs, characterized by the emergence of a fat tail at larger times and a rather steep shoulder at shorter times.

In the regime $H \ll L \ll \lambda_{a}$, particles strongly accumulate along the walls which act as trails guiding the particles to the left or right exit, in a time roughly given by $t_{d} \sim L / U_{0}$. As a consequence, the escape problem reduces to the combination of two one-dimensional escape processes, each occurring along one of the walls. Accordingly, the exit-time distribution becomes extremely peaked near $t_{d}$. The possibility of escaping within $t_{d}$ clearly depends on the initial random orientation of the active force at the injection point. In this respect, we can classify the particles into two groups: group A is formed by particles with an initial direction allowing them to leave the channel in a time, $t \sim t_{d}$, either to the left or to the right, without changing the direction. Instead, group B contains particles changing the direction at least one time before they reach one of the exits at a larger time. The particles belonging to A , arriving quite at the same time $t_{d}$, contribute to the peak in $\Psi(\tau)$, while the arrivals of the particles of group B contribute to the long tails. In this regime, the decrease in $D_{r}$ produces higher and thinner spikes and longer tails.

We plot in Fig. 8 the right and left escaping probability, $p_{R}$, $p_{L}=1-p_{R}$, respectively, obtained by measuring the fraction of exit events from the right and from the left in a long simulation. We see that $p_{R}$ and $p_{L}$ show a clean monotonic behavior as a function of $D_{r}$, converging to two different plateaus for $D_{r} \rightarrow 0$ and $D_{r} \rightarrow \infty$, respectively. The plateau for $D_{r} \gg \gamma$ (Brownian regime) is given by


FIG. 8. Dependence of the left/right escape probabilities, $p_{L}$ and $p_{R}$, on $D_{r}$. Black lines indicate the two limiting plateaus: the Brownian prediction from Eq. (10) and the infinite- $\tau$ prediction given by Eq. (11).
the expression

$$
\begin{equation*}
p_{R}=\frac{\ln (a+L)-\ln a}{\ln (a+L)-\ln (a-L)}=\frac{\ln (1+\mu \tan \alpha)}{\ln \left(\frac{1-\mu \tan \alpha}{1+\mu \tan \alpha}\right)} \tag{10}
\end{equation*}
$$

where $\mu=L / H$ and $\alpha$ is the wedge angle; see Fig. 1. The derivation of the above expression can be found in the Appendix; specifically see Eq. (A10).

Notice that in the Brownian case, there is no temperature dependence. For $H=100$ and $L=80$, Eq. (10) provides the value $p_{R} \simeq 0.2675$ which agrees with the simulation value. In this case, $p_{L}$ is much less than $p_{R}$, due to the obvious action of the entropic "drift" produced by the wedge geometry which favors the exit to the larger left side. This scenario remains valid up to values of $D_{r} \sim 10$.

If $D_{r}$ further decreases, $p_{L}$ develops a strong dependence on $D_{r}$, indicating that the activity counteracts the entropic drift and facilitates the passage through the narrow side of the channel. In practice, the particle accumulation to the walls has the effect of reducing the entropic barrier. A similar "rectifying" phenomenology has been observed for active Janus particles in periodic channels alternating two wedge compartments. ${ }^{66}$

At some value of $D_{r}, p_{R(L)}$ saturates to a value, $p_{R, L}^{*}$

$$
\begin{equation*}
p_{L, R}^{*}=\frac{\pi \pm \alpha}{2 \pi} \tag{11}
\end{equation*}
$$

Indeed, if the motion of the particles is so persistent to be considered "ballistic," $p_{L}$ and $p_{R}$ strongly depend on the initial re-injection condition. With reference to Fig. 1, we can identify two complementary intervals $\mathcal{A}_{R}=[-\pi / 2, \pi / 2-\alpha]$ and $\mathcal{A}_{L}=[\pi / 2-\alpha, 3 \pi / 2]$, for which those active particles emitted with an initial angle either $\theta_{i} \in \mathcal{A}_{R}$ or $\theta_{i} \in \mathcal{A}_{L}$ are bound to exit almost surely either to the left or to the right, respectively. Equation (11) is the analog of Eq. (10) in the regime of strong persistence. Of course, a very small fraction of particles always exists whose orientation prevents the exit in a time $t_{a}$, but this fraction is very small and does not affect the exit time statistics except for the short tail.

It is interesting to study the average exit time from the wedge

$$
\bar{\tau}=\int_{0}^{\infty} d \tau \Psi(\tau) \tau
$$

as a function of the control parameters. This observable is able to quantify the transport efficiency, and it is relevant to understand if the activity favors or not the emptying of the channel.

We can define the transport efficiency as the ratio,

$$
\begin{equation*}
\eta=\frac{L}{U_{0} \bar{\tau}} \tag{12}
\end{equation*}
$$

between the time, $L / U_{0}$, at which a deterministic motion of velocity $U_{0}$ gains the exit and the mean exit time $\bar{\tau}$.

In Fig. 9, we plot $\eta$ for $U_{0}=3$ vs the dimensionless parameter $D_{r} L / U_{0}$. It exhibits a non-monotonous behavior reaching its maximal value at $D_{r} L / U_{0} \approx 0.3$. This reveals the existence of an optimal $D_{r}$ such that the escaping process becomes more efficient, in the specific parameter choice $D_{r} \simeq 0.01$. The increase in the "transport efficiency" can be explained by invoking a sort of "dimensional reduction." Specifically, those particles accumulating at the walls are favored in the exit process because they use the boundaries like


FIG. 9. Efficiency, defined by Eq. (12), as a function of the dimensionless parameter $D_{r} L / U_{0}$, in the case of zero drift $\epsilon=0$. The peak is attained at $D_{r} \approx 10^{-2}$. The inset shows $\bar{\tau}$ (black data) vs $D_{r} L / U_{0}$ for a comparison with the Brownian result [Eq. (13)]. Parameters: $L=80, a=100, H=10$, and $U_{0}=3$.
trails, thus performing basically a one-dimensional motion along them. This greatly enhances the possibility to find the exit with respect to the case where particles explore the full wedge in order to escape. Reference 44 shows that the accumulation near the walls also depends on the hydrodynamics interactions. As a consequence, the efficiency peak in Fig. 9 shifts toward larger or smaller values of $D_{r} L / U_{0}$ in the case of pullers or pushers, respectively.

At very small $D_{r} L / U_{0}$, however, $1 / \bar{\tau}$ decreases as a finite fraction of particles, in particular, those hitting normally the walls, almost remain stuck for a time $1 / D_{r}$ (diverging for $D_{r} \rightarrow 0$ ), thus slowing down their escape process. Again for $D_{r} \gtrsim \gamma$, the system approaches a Brownian regime and $\bar{\tau}$ linearly increases with $D_{r} L / U_{0}$, as shown in the inset of Fig. 9. Indeed, the effective temperature $T=\gamma U_{0}^{2} / 2 D_{r}$, which in this case controls the Brownian-like behavior, increases with $D_{r} L / U_{0}$. The inset of Fig. 9 shows also a comparison between the numerical $\bar{\tau}$ and the prediction derived in the Appendix for a Brownian particle at temperature $T=\gamma U_{0}^{2} / 2 D_{r}$,

$$
\begin{equation*}
\bar{\tau}=\frac{D_{r} L^{2}}{2 \gamma U_{0}^{2}}\left(1+\frac{a}{2 L} \frac{\ln \left[a^{2} /\left(a^{2}-L^{2}\right)\right]}{\ln [(a+L) /(a-L)]}\right) . \tag{13}
\end{equation*}
$$

The first term corresponds to the average exit time of a onedimensional system of length $2 L$, whereas the second one is associated with the entropic barrier and reflects the asymmetry of the channel. As expected, the linear behavior of $\bar{\tau}$ with $D_{r}$ in the effective equilibrium regime is in very good agreement with the prediction.

## B. Active escaping time at $\epsilon>0$

In this section, we analyze how an external driving $\epsilon$ modifies the previous scenario. Consistently with the concept of effective temperature, when $D_{r}$ is large enough, we expect a Brownian-like regime and thus an exit time distribution, $\Psi(\tau)$, resembling the corresponding Brownian distribution at temperature $\gamma U_{0}^{2} / 2 D_{r}$, as shown in


FIG. 10. Panels (a) and (b): escape time distributions at different values of $D_{r}$ and two different values of $U_{0}=0.1,1$ in the presence of an external bias $\epsilon=0.5$. Panel (c): dependence of $1 / \bar{\tau}$, namely, the transport efficiency, on $D_{r}$ at values $U_{0}=0.1,0.5,3$, and $\epsilon=0.5$. Geometry parameters are $L=80, a=100$, and $H=10$.

Fig. 10. In this case, $\Psi(\tau)$ is peaked around, $t_{m} \sim \gamma L / \epsilon$, representing the time taken by particles of velocity $\epsilon / \gamma$ to travel a distance $L$. In this regime, the reduction in $U_{0}$ or $D_{r}$ increases the variance of $\Psi(\tau)$. In the Brownian-like regime, the decrease in $D_{r}$ produces the enhancement of the skewness of $\Psi(\tau)$ and the emergence of long right tails.

A further decrease in $D_{r}$ shifts the peak of $\Psi(\tau)$ to the left and simultaneously the right tail becomes higher, until the mean peak position pins at $t_{m} \sim \gamma L /\left(\gamma U_{0}+\epsilon\right)$. In this regime, the reduction in $D_{r}$ leads only to more pronounced peaks of $\Psi(\tau)$. Indeed, even the particles which move ballistically toward the exit without changing their orientation $(\operatorname{group} A)$ cannot reach the exit within the minimal time $\sim \gamma L /\left(\gamma U_{0}+\epsilon\right)$. Depending on the ratio $\gamma U_{0} / \epsilon$, a different phenomenology occurs: (i) $\gamma U_{0}<\epsilon$ : a secondary peak of $\Psi(\tau)$ occurs at a value $\gamma L /\left(\epsilon-\gamma U_{0}\right)$ and finally the distribution abruptly drops down. This secondary peak is due to the slow particles whose orientation is opposed to the $x$-direction where the constant force is directed. (ii) $\gamma U_{0}>\epsilon$ : the first peak simply becomes higher but the second vanishes.

The efficiency $\eta$ of the transport for $\epsilon>0$ is defined by replacing $U_{0} \rightarrow U_{0}+\epsilon$ in Eq. (12), but as a matter of fact, the inverse of the mean exit time is already an estimate of $\eta$. For this reason, Fig. 10 (c) reports directly $1 / \bar{\tau}$ vs $D_{r}$ to quantify the channel emptying at three values of $U_{0}$. In the case $\epsilon>\gamma U_{0}$, the increase in $D_{r}$, i.e., the decrease in the effective temperature, leads to a monotonic growth of $1 / \bar{\tau}$, until saturation is reached and the system behaves as a Brownian one. In this regime, the activity reduces the efficiency of the transport process. Indeed, although some particles travel toward the exit with more facility, also several particles move in the opposite direction, employing a long time before leaving the wedge. Clearly, the reduction effect becomes relevant only when $U_{0}$ is comparable with $\epsilon$ (blue diamond data); otherwise, (when $\gamma U_{0} \ll \epsilon$ ) the particles leave the wedge only because of the driving $\epsilon$ (green triangle data).

The situation is more interesting in the opposite regime, where $\epsilon<\gamma U_{0}$. In this case, $1 / \bar{\tau}$ reveals a non-monotonic behavior in terms of $D_{r}$. Starting from the Brownian saturation value, a first decrease in $D_{r}$ produces a reduction in $1 / \bar{\tau}$, until a minimum value, a situation resembling the previous one for $\epsilon>\gamma U_{0}$. Nevertheless, a further decrease in $D_{r}$ produces the increase in $1 / \bar{\tau}$, up to a maximum value which reveals an increase in the transport efficiency for some value of $D_{r}$. This persistence maximizes the efficiency of the transport process since for smaller $D_{r}$, a decrease in $1 / \bar{\tau}$ occurs, due to the same mechanism already discussed in the case $\epsilon=0$.

As a consequence, the activity can be seen as an optimization mechanism, which reduces the time employed by microswimmers to reach the exit of the channel, also in the presence of a constant driving force. A condition for this scenario implies that the activity strength has to be stronger than the amplitude of the external driving.

## V. CONCLUSIONS

In this work, we studied the escape process of a system of ABP particles from an open-wedge channel in the absence and in the presence of an external driving force. The comparison with the Brownian system counterpart shows that the activity facilitates the
escaping from the narrow exit and competes against the entropic force. We also found the existence of an optimum value of the persistence time which maximizes the channel emptying. The physical mechanism which improves the efficiency is the effective attraction exerted by the bottom and upper walls on the active particles which leads to a depletion of the inner region. The majority of the particles accumulate in a narrow region near each wall, and as a consequence, the section-dependent entropic force is strongly reduced. The resulting motion of the particles is effectively one-dimensional and controlled by the competition between the active force and the external field. Somehow, the activity is able to operate a sort of dimensional reduction, since it makes surface effects prevailing over the bulk properties.

The present treatment shows that the extension of the FickJacobs approximation to the active case is possible only for small values of the persistent time and activity strength. ${ }^{50}$ When it happens, the far-equilibrium feature of active particles does not emerge and the Brownian theory with an effective temperature agrees with numerical data. On the contrary, when the active force is very persistent and large, our study of particle distributions shows that the main hypothesis underlying the Fick-Jacobs approximation breaks down since the density is not homogeneous in each channel section, as an effect of the accumulation near the walls. Quantifying how the effective entropic barrier is reduced by this mechanism could represent an intriguing next point in understanding biological transport processes.

This work suggests that the active transport can be facilitated or even optimized by a proper design of the channel surface. This can be interpreted as further manifestation of "ratcheting mechanism" that can be observed as soon as active particles experience confining forces breaking the left-right symmetry. ${ }^{66}$

We point out that the presence of inter-particle interactions could drastically affect the transport properties in the channel. Indeed, as mentioned in the introduction, interactions could promote clustering until MIPS takes place in the regime of strong active forces. Assessing the effects of MIPS on the mean exit time from the channel will certainly constitute an interesting subject for future investigations.

## APPENDIX: BROWNIAN CASE

In this appendix, we describe the spreading of Brownian particles distribution, $P(x, t)$, along the axis of the channel $Q$ in terms of the Fick-Jacobs approach. ${ }^{46}$ The Fick-Jacobs theory is applicable to channels with variable sections, $w(x)$, provided that the particle distribution attains its steady form along the $y$-direction on a time scale much shorter than the time scale associated with the longitudinal motion (transversal homogenization). However, this condition, which can be fulfilled by Brownian particles, is violated by the active particles in those regimes where accumulation to the boundaries is not negligible.

In the Brownian regimes, the strong confinement in the lateral direction allows the diffusion of the particles along the channel to be described in a quasi-one-dimensional equation

$$
\begin{gather*}
\frac{\partial P}{\partial t}+\frac{\partial J}{\partial x}=k \delta(x)  \tag{A1}\\
P(L, t)=P(-L, t)=0 \tag{A2}
\end{gather*}
$$

where the last two equations mathematically implement the absorbing boundary conditions at $x= \pm L$. The Dirac-delta source with amplitude $k$ accounts for the instantaneous re-injection, at $x=0$, of those particles leaving the channel from the boundaries $x= \pm L$.

The current

$$
\begin{equation*}
J(x, t)=-\frac{T}{\gamma} e^{\gamma \epsilon x / T} w(x) \frac{\partial}{\partial x}\left[e^{-\gamma \epsilon x / T} \frac{P(x, t)}{w(x)}\right] \tag{A3}
\end{equation*}
$$

describes to a good approximation the longitudinal transport along a channel of variable section $w(x)=H-H x / a$, in the presence of a constant field (bias) of strength $\epsilon$ acting along the channel axis. In the following, we set

$$
D_{0}=\frac{T}{\gamma}, \quad \varepsilon=\frac{\gamma \epsilon}{T} .
$$

The balance between absorption and re-injection preserves the number of particles and gives rise to a steady-state characterized by the equality

$$
J(L)-J(-L)=k,
$$

stating that the re-injection rate balances the loss fluxes at the boundaries.

The stationary distribution satisfies the equation

$$
\begin{equation*}
-D_{0} \frac{\partial}{\partial x}\left[w(x) e^{\varepsilon x} \frac{\partial}{\partial x} e^{-\varepsilon x} \frac{P}{w(x)}\right]=k \delta(x) . \tag{A4}
\end{equation*}
$$

The presence of the Dirac $\delta(x)$ requires the splitting of the solution over the two domains $[-L, 0]$ and $[0, L]$ such that

$$
P(x)=\left\{\begin{array}{lr}
A Y_{1}(x) & -L \leq x<0  \tag{A5}\\
B Y_{2}(x) & 0 \leq x \leq L
\end{array},\right.
$$

where

$$
Y_{1}(x)=e^{\varepsilon x} w(x) \int_{-L}^{x} d u \frac{e^{-\varepsilon u}}{w(u)}
$$

and

$$
Y_{2}(x)=e^{\varepsilon x} w(x) \int_{x}^{L} d u \frac{e^{-\varepsilon u}}{w(u)}
$$

are the fundamental solutions of the homogeneous equation $(k=0)$ satisfying the boundary conditions $Y_{1}(-L)=Y_{2}(L)=0$. The coefficients $A, B$ are determined by imposing the continuity condition, $P\left(0^{+}\right)=P\left(0^{-}\right)$, and from integrating both members of Eq. (A4) over the interval $[-\Delta, \Delta]$, then taking $\Delta \rightarrow 0$.

The solution of these constraints provides

$$
A=\int_{0}^{L} d x \frac{e^{-\varepsilon x}}{w(x)}, \quad B=\int_{-L}^{0} d x \frac{e^{-\varepsilon x}}{w(x)} .
$$

A little algebraic manipulation yields the explicit result

$$
\begin{align*}
A & =\operatorname{Ei}[\varepsilon a]-\operatorname{Ei}[\varepsilon(a-L)],  \tag{A6}\\
B & =\operatorname{Ei}[\varepsilon(a+L)]-\operatorname{Ei}[\varepsilon a], \tag{A7}
\end{align*}
$$

where $\operatorname{Ei}[u]$ is the exponential integral of argument $u .{ }^{65}$ The final expression reads

$$
P(x) \propto e^{\varepsilon x}(a-x)\left\{\begin{array}{c}
A(\operatorname{Ei}[\varepsilon(a+L)]-\operatorname{Ei}[\varepsilon(a-x)])  \tag{A8}\\
\text { when } x \in[-L, 0] \\
B(\operatorname{Ei}[\varepsilon(a-x)]-\operatorname{Ei}[\varepsilon(a-L)]) \\
\text { when } x \in[0, L]
\end{array},\right.
$$

up to a normalization constant such that the integral of $P(x)$ over $[-L, L]$ is set to 1 .

These expressions drastically simplify in the zero-field limit, $\epsilon=0$,

$$
P(x)=C(a-x)\left\{\begin{array}{ll}
A \ln \left[\frac{a+L}{a-x}\right] & x \in[-L, 0]  \tag{A9}\\
B \ln \left[\frac{a-x}{a-L}\right] & x \in[0, L]
\end{array},\right.
$$

with $A=\ln [(a+L) / a], B=\ln [a /(a-L)]$, and a normalization constant

$$
C^{-1}=\frac{L}{4}\left[2 a \ln \left(\frac{a^{2}}{a^{2}-L^{2}}\right)+L \ln \left(\frac{a+L}{a-L}\right)\right] .
$$

Now, we are in the position to derive formula (10) for the ratio $p_{R}$, which determines the Brownian limit in Fig. 8. The value of $p_{R}$ can be estimated in terms of the fluxes at the boundaries, which due to the fact that $P( \pm L)=0$ are only proportional to the derivatives of $P$ at $x= \pm L$, i.e., $J( \pm L)=-D_{0} P^{\prime}( \pm L)$. Then $p_{R}$ is obtained as the fraction of the flux to the right over the total flux

$$
\begin{equation*}
p_{R}=\frac{J(L)}{J(L)+J(-L)}=\frac{\ln (a+L)-\ln (a)}{\ln (a+L)-\ln (a-L)} . \tag{A10}
\end{equation*}
$$

The average first-arrival time at the boundaries $\pm L$, for a particle released at $x$, is related to the survival probability, $S(x, t)$, by the integral ${ }^{67}$

$$
\bar{\tau}(x)=\int_{0}^{\infty} d t S(x, t)
$$

By definition, $S(x, t)$ is the probability that the particle has not yet left the interval $[-L, L]$ at the time $t$ and it is known to satisfy the backward Fokker-Planck equation ${ }^{67}$

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\frac{D_{0}}{w(x)} \frac{\partial}{\partial x}\left[w(x) \frac{\partial S}{\partial x}\right] \tag{A11}
\end{equation*}
$$

with the boundary conditions $S( \pm L, t)=0$. To obtain a differential equation for $\bar{\tau}(x)$, it is sufficient to integrate Eq. (A11) in the interval $0 \leq t<\infty$, and taking into account that $S(x, \infty)=0$ and $S(x, 0)=1$, thus

$$
\begin{equation*}
\frac{d}{d x}\left[w(x) \frac{d \bar{\tau}}{d x}\right]=-\frac{w(x)}{D_{0}} \tag{A12}
\end{equation*}
$$

which has to be solved with the obvious boundary values $\bar{\tau}( \pm L)=0$, stating that particles emitted at the boundary are instantaneously absorbed. We are interested in the average arrival time from $x=0$; then, the searched solution is

$$
\bar{\tau}(x=0)=\frac{L^{2}}{4 D_{0}}+\frac{a L}{2 D_{0}} \frac{\ln \left[a^{2} /\left(a^{2}-L^{2}\right)\right]}{\ln [(a+L) /(a-L)]},
$$

which is exactly Eq. (13).
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