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Abstract. We benchmark the ground state energies and the density profiles of atomic repulsive Fermi gases
in optical lattices computed via Density Functional Theory (DFT) against the results of diffusion Monte
Carlo (DMC) simulations. The main focus is on a half-filled one-dimensional optical lattices, for which the
DMC simulations performed within the fixed-node approach provide unbiased results. This allows us to
demonstrate that the local spin-density approximation (LSDA) to the exchange-correlation functional of
DFT is very accurate in the weak and intermediate interactions regime, and also to underline its limitations
close to the strongly-interacting Tonks-Girardeau limit and in very deep optical lattices. We also consider
a three dimensional optical lattice at quarter filling, showing also in this case the high accuracy of the
LSDA in the moderate interaction regime. The one-dimensional data provided in this study may represent
a useful benchmark to further develop DFT methods beyond the LSDA and they will hopefully motivate
experimental studies to accurately measure the equation of state of Fermi gases in higher-dimensional
geometries.

1 Introduction

Kohn-Sham density functional theory (DFT) is the most
widely used theoretical tool in material science and in
quantum chemistry [1]. Its main ingredient is an accu-
rate approximation for the exchange-correlation energy-
density functional for the electron system. The basic ap-
proach consists in approximating this functional within
the Local Density Approximation (LDA) or, in the case
of spin-polarized systems, the Local Spin-Density Approx-
imation (LSDA), using as an input accurate results of ab
initio calculations of the equation of state of the uniform
electron system. The LSDA allowed researchers to make
quite accurate predictions for the ground state properties
of a huge variety of materials [2,3]. Known limitations
of the LSDA approach to the study of condensed matter
systems are a less accurate representation of excited-state
properties (because the DFT is a ground state theory),
and the partial neglect of strong electron-electron corre-
lation effects in which electron-electron repulsion plays
a prominent role, like those arising, e.g., between core
electrons in transition-metals and transition-metal com-
pounds. While numerous, more sophisticated approxima-
tions than LSDA exist, including, e.g, generalized gradi-
ent approximations (GGA), meta-GGA, hyper-GGA, hy-
brid and generalized random-phase approximations[4,5,6]
or the LDA+U methods [7] including an effective Hubbard

interaction term U , there is at present no systematic pro-
cedure to improve the accuracy of existing approximations
to the DFT of electron systems, and to systematically con-
verge to the exact density functional.

In recent years, ultracold atoms trapped in optical lat-
tices (OLs) have proven to be an ideal platform to perform
quantum simulations of phenomena in the presence of
strong inter-particle correlations [8]. Most of the early the-
oretical works are focussed on single-band discrete-lattice
Hamiltonians — the most relevant being the Hubbard
model — which properly describe the experimental re-
alization of such systems if the OL is very deep and the
interactions are sufficiently weak [9]. These models cap-
ture the phenomenology of strongly correlated systems,
but they do not allow to make quantitative predictions
of real materials’ properties, as opposed to DFT meth-
ods. More recently, researchers addressed also shallow OLs
employing continuous-space models, studying phenomena
such as itinerant ferromagnetism [10], bosonic superfluid-
Mott insulator transitions [11], and pinning localization
transitions [12,13,14]. It has also been proposed to use
OL experiments as a testbed to develop more accurate
approximations for the exchange-correlation functional of
DFT [15]. In this respect, cold-atom systems offer crucial
advantages with respect to solid-state systems, since ex-
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perimentalists are able to independently control the den-
sity inhomogeneity and the interaction strength by tuning,
respectively, the OL intensity and a magnetic field close
to a Feshbach resonance.
DFT methods have already been employed to study ultra-
cold fermionic gases, allowing to investigate phenomena
such as ferromagnetism and antiferromagnetism in repul-
sive Fermi gases in shallow OLs [15], vortex dynamics in
superfluid Fermi gases [16,17], superfluidity and density
modulations in dipolar Fermi gases [18], vortices in rotat-
ing dipolar Fermi gases [19], and the formation of ferro-
magnetic domains in trapped clouds [20]. These studies
employed exchange-correlation functionals based on the
LSDA. However, it has not yet been analyzed in detail in
which regimes this approximation is reliable.

The main goals of this article are (i) to assess the ac-
curacy of the LSDA for repulsive Fermi gases in OLs and
(ii) to provide an accurate benchmark for future stud-
ies aiming at developing beyond-LSDA approximations.
To this aim, we mostly focus on the one-dimensional ge-
ometry, for which quantum Monte Carlo (QMC) simula-
tions based on the fixed-node method to circumvent the
sign problem provide exact results [21], within statistical
uncertainties. Quantum fluctuations are known to play a
more relevant role in one-dimension than in higher dimen-
sional geometries, implying that the case we consider is a
challenging testbed for the LSDA. A systematic compar-
ison between DFT calculations of ground state energies
and density profiles for a half-filled OL against the (ex-
act) outcomes of the QMC simulations is presented. This
allows us to map the regime of OL intensities and interac-
tion strengths where the LSDA is accurate. Furthermore,
we consider a three-dimensional repulsive Fermi gas in a
simple-cubic OL at quarter filling, making also in this case
a comparison between DFT calculations and QMC simu-
lations for the ground state energies.

The rest of the article is organized as follows: Secs. 2
and 3 provide the main details of the DFT calculations and
of the QMC simulations, respectively. In Sec 4 the results
for the ground state energy and the density profiles of a
half-filled one-dimensional OL are discussed. Section 5 re-
ports predictions for the ground state energy of the three-
dimensional Fermi gas at quarter filling. Our conclusions
and the outlook are reported in Sec. 6.

2 Density functional theory for atomic Fermi

gases in optical lattices

In this Section, we consider a generic continuous-space
Hamiltonian describing a two-component Fermi gas in D
dimensions:

H =
∑

σ=↑,↓

Nσ
∑

iσ=1

(

−Λ∇2
iσ

+ V (xiσ )
)

+
∑

i↑,i↓

v(xi↑i↓) , (1)

where Λ = ~
2/2m, with m the atomic mass and ~ the re-

duced Planck constant. The indices i↑ and i↓ label atoms
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Fig. 1. (Color online). Ground state interaction energy Eint =
E − Eid of a one-dimensional repulsive Fermi gas E in a half
filled OL, as a function of the interaction parameter a1D/d,
where a1D is the one-dimensional scattering length and d is
the OL periodicity. E, Eid, and Efp are the energies of the
interacting, the noninteracting, and the fully-polarized (Tonks-
Girardeau) gas, respectively. The three datasets correspond to
three OL intensities V0, expressed in unit of the recoil energy
Er = ~

2π2/(2md2). Empty symbols represent DFT results, full
symbols the QMC ones. Here and in the other figures for the
one-dimensional OL the system size is L = 26d.
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Fig. 2. Relative error of the DFT ground state energy EDFT

with respect to the exact QMC result EQMC as a function of
the interaction parameter a1D/d. The density is fixed at half
filling n = 1/d, and the three datasets correspond to three OL
intensities V0/Er.

of the two components, which we refer to as spin-up and
spin-down fermions, respectively. The total number of fermions
is N = N↑ + N↓, and xi↑i↓ =

∣

∣xi↑ − xi↓

∣

∣ is the rela-
tive distance between opposite-spin fermion pairs. V (x) =

V0
∑D

α=1 sin
2 (xαπ/d) is a simple-cubic optical lattice po-

tential with periodicity d and intensity V0, conventionally

expressed in units of recoil energy Er = Λ (π/d)
2
. The

system size L is an integer multiple of the OL periodicity,
and periodic boundary conditions are assumed. v(x) is a
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Fig. 3. Local density ρ(x) of a repulsive Fermi gas in a half-
filled one-dimensional OL, as a function of the spatial coordi-
nate x. The three datasets correspond to three OL intensities
V0/Er, while the interaction strength is fixed at the interme-
diate value a1D/d = −1. d is the OL periodicity. The lines
represent the DFT results, the empty symbols represent the
QMC data. The total system size is L = 26d. Here and in
Figs. 4, 5 and 6 we only visualize the range 0 6 x 6 4d for the
sake of clarity. The QMC data for x < 0.3d have been removed
to make the DFT curves more visible.

model repulsive potential, defined in Sections 4 and 5 for
the one-dimensional and the three-dimensional cases, re-
spectively. Its intensity can be tuned in experiments using
Feshbach resonances [22]. Off-resonant intraspecies inter-
actions in dilute atomic clouds are negligible at low tem-
perature; hence they are not included in the Hamiltonian.

The Hohenberg-Kohn (HK) theorem [23] states that
the ground state energy E of the many-body system de-
scribed by the Hamiltonian (1) is a functional of the one-
particle densities (ρ↑, ρ↓):

E [ρ↑, ρ↓] =

∫

dxV (x) [ρ↑ (x) + ρ↓ (x)] + F [ρ↑, ρ↓] . (2)

The first term is the potential energy due to the external
potential V (x). The second term is an unknown but uni-
versal functional which includes the kinetic energy and in-
teraction functionals, F [ρ↑, ρ↓] ≡ T [ρ↑, ρ↓] + Vint [ρ↑, ρ↓],
but does not explicitly depend on the external potential
V (x).

In the Kohn-Sham formulation of the HK theorem [24]
one writes the universal functional F in the form

F [ρ↑, ρ↓] = T0 [ρ↑, ρ↓] + VH [ρ↑, ρ↓] + EXC [ρ↑, ρ↓] , (3)

where T0 is the kinetic energy of a fictitious system of non-
interacting fermions, with the same densities of the orig-
inal one, described by single-particle orbitals {φi↑(x), i =

1, N↑}, {φ
i
↓(x), i = 1, N↓}, (such that the total density is

simply ρ(x) = ρ↑ + ρ↓ =
∑N↑

i |φi↑(x)|
2 +

∑N↓

i |φi↓(x)|
2 ),
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Fig. 4. Difference between the local density determined via
DFT ρDFT(x) and the one obtained via QMC simulations
ρQMC(x). The interaction strength is a1D/d = −1 and the (av-
erage) density is n = 1/d. The different symbols correspond
to different OL intensities V0/Er. The thick continuous (red)
curve represents the OL intensity profile, in arbitrary units.

VH ≡ 1
2

∫

dx dx′ ρ↑(x)ρ↓(x
′)v(xi↑i↓) is the mean field (Hartree)

expression for the interparticle interaction, and EXC =
(T − T0) + (Vint − VH) is the exchange-correlation energy
functional.
The success of DFT for electrons (even at the LDA level
of approximation) is due to a partial cancellation between
the terms contained in EXC , thus reducing the impact on
the final results of any approximations done to approxi-
mate this term. We will show that this holds true, at least
for weak to intermediate interactions strengths, also for
the fermionic gases investigated here.
While in the case of long-range Coulomb interactions, rel-
evant for electrons in solids, one usually writes separately
the mean-field energy VH and the exchange-correlation
term EXC , for short-range interactions relevant for atomic
gases the mean-field term depends only on the local densi-
ties, and can thus be combined with the exchange-correlation
term in a single energy functional EHXC . For consistency
with the literature, we will refer to it as exchange-correlation
term (instead of using the more appropriate “Hartree-
exchange-correlation” name).
A simple yet often reliable treatment of EHXC is the local
spin-density approximation

EHXC [ρ↑, ρ↓] =

∫

dx ρ(x)ǫHXC (ρ↑ (x) , ρ↓ (x)) , (4)

where the functional is replaced by an integral over the
interaction energy density of a uniform system with the
same local spin-densities. By imposing stationarity of the
functional (2) with respect to variations of the densities
ρ↑ and ρ↓ one obtains a set of Schrödinger-type equations
(the Kohn-Sham equations):

ĤKS φ
i
σ(x) ≡

[

−Λ∇2+V (x)+
∂(ρǫHXC)

∂ρσ

]

φiσ(x) = ǫiφ
i
σ(x).

(5)
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From the eigenstates of the Kohn-Sham equations one can
compute the density profiles and the ground state energy.

The LSDA exchange-correlation functional for one di-
mensional two-component Fermi gases with contact in-
teraction was derived in Ref. [25] from the exact Bethe-
Anstatz solution for the ground state energy. The func-
tional for three-dimensional Fermi gases with short-range
repulsive interactions has been obtained in Ref. [15] using
fixed-node diffusion Monte Carlo simulations, similarly to
the seminal work by Ceperley and Alder [26] who deter-
mined the equation of state of the uniform electron gas,
upon which the parametrizations for EXC commonly em-
ployed in electronic-structure calculations have been built
(see, e.g., [27]).

3 Fixed-node Diffusion Monte Carlo

simulations

The ground state properties of the Hamiltonian (1) can
be determined also via quantum Monte Carlo simulations
based on the diffusion Monte Carlo (DMC) algorithm [28].
The DMC algorithm allows one to sample the ground state
wave function by stochastically evolving the Schrödinger
equation in imaginary time. In order to circumvent the
sign problem, which would otherwise hinder fermionic Monte
Carlo simulations, one introduces the fixed-node constraint,
which forces the nodal surface of the many-body wave
function to coincide with that of a trial wave function ψT .
If the nodal surface of ψT is exact, this method provides
unbiased estimates of the ground state energy. In the gen-
eral case, one obtains a rigorous upper bound for the exact
ground state energy, which is very close to the exact re-
sult if the nodes of ψT are good approximations of the
ground state nodal surface (see, e.g., [29]). In this study,
we employ Jastrow-Slater trial wave functions defined as:

ψT (X) = D↑(N↑)D↓(N↓)
∏

i↑,i↓

f(xi↑i↓) , (6)

where X = (x1, ...,xN ) is the spatial configuration vec-
tor and D↑(↓) denotes the Slater determinant of single-
particle orbitals of the particles with up (down) spin, and
xi↑i↓ =

∣

∣xi↑
− xi↓

∣

∣ indicates the relative distance between
any opposite-spin fermion pair. The Jastrow correlation
term f(x) is taken to be the solution of the s-wave radial
Schrödinger equation describing the scattering of two par-
ticles in free space, as described in details in Refs. [30,10].
Since f(x) > 0, the nodal surface is determined by the
Slater determinants, and therefore by the choice for the
single-particle orbitals. We use the N↑ (N↓) lowest-energy
single-particle eigenstates φj(x) (with j = 0, . . . , N↑(↓) −
1), which satisfy the single-particle Schrödinger equation
in the external potential:

[

−Λ∇2 + V (x)
]

φj(x) = ejφj(x),
with the eigenvalues ej . We determine these orbitals via
exact diagonalization of the finite matrix obtained within
a discrete-variable representation based on high-order finite-
difference formulas for the Laplacian. The discretization
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Fig. 5. Local density ρ(x) of a repulsive Fermi gas in a half-
filled one-dimensional OL, as a function of the spatial coordi-
nate x. The three panels display data for three values of the in-
teraction strength a1D/d at the same OL intensity V0/Er = 3.
The continuous lines represent the DFT results, the circles rep-
resent the QMC data.



S. Pilati et al.: Density functional theory versus quantum Monte Carlo simulations 5

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.5  1  1.5  2  2.5  3  3.5  4
 0

 1

 2

 3

 4

 5

ρ D
FT

(x
)-

ρ Q
M

C
(x

) 
[1

/d
] 

V
(x

) 
[E

R
] 

x [d] 

a1D/d=-0.2

a1D/d=-1

a1D/d=-4

V(x)

Fig. 6. Difference between the local density determined via
DFT ρDFT(x) and the one obtained via QMC simulations
ρQMC(x). The OL intensity is V0/Er = 3 and the (average)
density is n = 1/d. The different symbols correspond to dif-
ferent values of the interaction parameter a1D/d. The think
continuous (red) curve represent the OL intensity profile (re-
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error can be reduced at the point to be negligible com-
pared to the statistical uncertainty of the Monte Carlo
simulation.

While the fixed-node constraint might introduce a sys-
tematic bias, the predictions made with this approach
have often been found to be extremely accurate. For exam-
ple, the recent measurements performed at LENS with a
strongly-repulsive Fermi gas in the upper branch of a Fes-
hbach resonance[31] — which have been analyzed within
the spin-fluctuation theory of Ref. [32] — have been found
to agree with previous predictions for the equation of
state and the Stoner ferromagnetic instability obtained
via fixed-node DMC simulations in Ref. [30].
Interestingly, it was shown in Ref. [21] that in the one-
dimensional case the fixed-node approach is, in fact, exact
since the nodal surface consists only of the many-particle
configurations where two identical fermions occupy the
same point. This implies that any Slater-determinant wave
function, as the trial wave function we use in this article,
has the same nodes as the exact ground state [33,34,35].
Therefore, the data we provide for the one-dimensional
Fermi gas in the OL represent an exact benchmark, useful
to measure the accuracy of the DFT calculations based
on the LSDA or of any other computational tool. Further-
more, in order to compute unbiased expectation values
also for the density profiles, we employ the standard for-
ward walking technique [36].

4 One-dimensional atomic Fermi gas in an

optical lattice

Let’s consider a one-dimensional Fermi gas with a zero-
range repulsive interaction defined as v(xi↑−xi↓) = gδ(xi↑−

xi↓), where the coupling constant g is related to the one-
dimensional scattering length a1D by the relation: g =
−2~2/(ma1D). We address the case of repulsive interac-
tion, where g > 0 and, correspondingly a1D 6 0. The
a1D → −∞ limit corresponds to the noninteracting Fermi
gas, while the a1D → 0− corresponds to the strongly-
interacting limit where distinguishable fermions fermion-
ize [37,38,34,39], i.e. their energy and density profiles cor-
respond to those of indistinguishable (i.e. spin polarized)
fermions [40]. For consistency with the more familiar case
of infinitely repulsive bosons, we refer to this limit as
Tonks-Girardeau limit [41]. In the following, we parametrize
the interaction strength with the adimensional ratio a1D/d,
where d is the OL periodicity.
This one-dimensional model is relevant to describe the
experimental setup of an ultracold atomic gas confined
in a tight cigar-shaped waveguide, sufficiently strong to
prevent thermal excitations to higher radial modes. In
this regime, the values of the one-dimensional scatter-
ing length can be determined from the experimental pa-
rameters, specifically from the three-dimensional s-wave
scattering length a and the radial harmonic confining fre-
quency [42]. The one-dimensional scattering length can
be tuned from the noninteracting to the Tonks-Girardeau
limit — and also beyond — by approaching a confinement
induced resonance. This is can be performed by exploit-
ing a Feshbach resonance to modify the three-dimensional
scattering length and/or by tuning the strength of the ra-
dial confinement.

We focus on a half-filled OL at the density n = 1/d, so
that on average there is one fermion per well. In this con-
figuration the correlation effects are enhanced and strong
quasi long-range antiferromagnetic order arises as one in-
creases the OL intensity V0 and/or the interaction strength
[43]. Therefore this regime represents a challenging testbed
for the DFT calculations performed within the LSDA. It is
worth pointing out that as a consequence of the Mermin-
Wagner theorem in one dimension proper long-range an-
tiferromagnetic order is not possible and the ground state
is paramagnetic.
In Fig. 1 the ground state interaction energy of the half-
filled OL is reported as a function of the interaction pa-
rameter a1D/d, for three OL intensities. The numerical
values corresponding to (a selection of) these datasets are
reported in Table I of the supplemental material [44]. In
the noninteracting a1D/d → −∞ limit the ground state
energy E converges to the noninteracting gas results Eid,
so that the interaction energy defined as Eint = E − Eid

vanishes. In the strongly-interacting a1D/d → 0 limit,
E approaches the energy of a fully polarized (i.e., with
N↑ = N and N↓ = 0) gas Efp, analogously to the case
of bosons with infinitely repulsive delta-function interac-
tion described by the Tonks-Girardeau theory [37]. The
discrepancies between the DFT prediction and the exact
QMC results are surprisingly small, in particular for the
shallow lattice of intensity V0/Er = 1. In order to better
visualize these discrepancies, we display in Fig. 2 the rela-
tive error of the DFT prediction EDFT with respect to the
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corresponding QMC result EQMC. One observes that this
relative error is smaller than 1% in a broad range of inter-
action strengths, up to a1D/d < −0.2. Only very close to
the Tonks-Girardeau limit one has quite large (negative)
relative errors. It is also worth noticing that the relative
error is non-monotonic, being positive for weak and in-
termediate interaction strengths and negative close to the
Tonks-Girardeau limit.

In order to shed light on the origin of the inaccuracy of
the DFT prediction for the ground state energy, it is use-
ful to inspect also the predictions for the density profiles,
which are one of the main ingredients of the DFT formal-
ism. Figure 3 shows the total density ρ(x) = ρ↑(x)+ρ↓(x)
as a function of the spatial coordinate x at the intermedi-
ate interaction strength a1D/d = −1. The corresponding
numerical values are reported in Table II of the supple-
mental on-line material [44]. One notices again a remark-
able level of accuracy, at all three OL intensities consid-
ered. In order to highlight the (small) discrepancies, we
show in Fig. 4 the difference between the density profiles
predicted by DFT and by QMC simulations. In shallow
OLs with intensities V0/Er . 2 the DFT predictions ex-
ceed the QMC results at the peaks of the OL, meaning
that DFT underestimates the density inhomogeneity. In-
stead, in relatively deep OLs V0/Er & 2, the DFT result
is higher than the QMC one at the minima of the OL po-
tential, meaning that in this case DFT overestimates the
density inhomogeneity.
Next, in Fig. 5 we show three density profiles for three
values of the interaction parameter a1D/d, for a relatively
deep OL with intensity V0/Er = 3. While for weak and
moderately strong interactions the agreement between DFT
and QMC simulations is, again, remarkably accurate, at
the strongest interaction strength a1D/d = −0.2 the dis-
crepancy becomes sizable. In order to better visualize this
discrepancy, we plot in Fig. 6 the difference between the
DFT and the QMC results. Consistently with the results
discussed above, in this relatively deep OL the DFT pre-
diction is higher than the exact QMC data at the minima
of the OL potential, while it is lower than that at the max-
ima. Note that DFT applied to strongly localized electron
systems also tends to favor, within the LSDA, electron
densities that are more inhomogeneous than the true ones,
leading to overbinding of atoms in molecules, and overes-
timating the calculated cohesive energies in solids. This
well known deficiency of the LSDA for electrons is allevi-
ated to a large extent by the use of the GGA approach,
where functionals depend on the local density as well as on
the spatial variation of the density, ∇ρ. Computationally
such corrections are as simple to use as the LSDA itself.
This suggests that a possible improvement over LSDA for
fermionic gases could be the addition of gradient correc-
tions α∇ρ, with adjustable phenomenological parameters
α, to the LSDA functional.
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Fig. 7. Ground state interaction energy per particle Eint/N =
(E−Eni)/N of a repulsive Fermi gas in a three-dimensional OL
at quarter filling nd3 = 0.5, as a function of the OL intensity
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values of the interactions strength a/d are shown. Full symbols
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represent the DFT results. The system size is L = 4d.

5 Three-dimensional atomic Fermi gas in a

simple-cubic optical lattice

We now address a three-dimensional atomic Fermi gas in
a simple-cubic OL. Since the zero-range (Fermi-Huang)
pseudopotential supports two-body bound states in three-
dimensions [45], we model the inter-species interactions
using a purely repulsive potential with short but finite
range, namely the hard-sphere model defined as: v(r) =
+∞ if r < R0 and zero otherwise. This allows us to em-
ploy ground state computational methods, such as the
DFT and the QMC methods considered in this article,
while with the zero-range model the repulsive atomic state
would be a highly excited (metastable) state, being the
zero-temperature state a gas of bosonic molecules. At zero
temperature, the properties of a sufficiently dilute atomic
gas are universal, meaning that they depend only on the
two-body scattering length a. For the hard-sphere model,
one has a = R0. As the gas parameter na3 increases, other
details of the potential might become relevant, the most
important being the effective range and the p-wave scat-
tering length. The regime where these nonuniversal effects
become sizable has been carefully analyzed both in homo-
geneous gases [30] and in OL systems [10]. In this article,
we consider a range of gas parameter where these effects
are negligible.

We perform DFT calculations within the LSDA, using
the exchange-correlation functional for the two-component
Fermi gas with short-range interspecies interactions that
has been reported in Ref. [15]. This functional was ob-
tained from fixed-node DMC simulations of the equation
of state of the homogeneous Fermi gas, and an accurate
parametrization based on the Fermi liquid and the polaron
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theories was provided.

We consider an OL at quarter filling, i.e., nd3 = 0.5.
Figure 7 displays the comparison between the DFT and
the QMC results for the ground state energy as a function
of the OL intensity 1. In order to better visualize the dis-
crepancies, the quantity plotted is the interaction energy
Eint = E−Eid. Two interaction strengths are considered,
corresponding to two values of the ratio a/d. At the mod-
erate interaction strength a/d = 0.04, the discrepancy is
remarkably small even is relatively deep OLs. The relative
error on the total energy E reaches 0.2% at V0/Er = 4,
which is the deepest lattice we consider. For very strong
interactions a/d = 0.1, the DFT results agree with the
QMC data only in shallow lattices V0/Er . 1, while signif-
icant discrepancies develop in deeper OLs. For example, at
V0/Er = 4 the relative error on the total energy E is 1%.
This analysis shows how the interplay between the corre-
lations induced by strong interatomic interactions and the
pronounced inhomogeneity due to deep external potential
causes the breakdown of the LSDA, meaning that more ac-
curate approximations for the exchange-correlation func-
tional are needed.
We emphasize that, in contrast with the one-dimensional
case where the fixed-node DMC simulations provide unbi-
ased data, in three-dimensions the fixed-node DMC results
represent an upper-bound for the exact ground state en-
ergy. This upper-bound is believed to be extremely close
to the exact results, as demonstrated, for example, by the
agreement between fixed-node DMC simulations (in deep
OLs) with state-of-the-art constraint-path simulations of
the Hubbard model [47,10], and also with the recent ex-
periments performed at LENS for strongly-repulsive ho-
mogeneous Fermi gases mentioned in Sec. 3. Still, accu-
rate experimental measurements of the zero-temperature
equation of state in three-dimensional OLs would repre-
sent an extremely valuable benchmark for the fixed-node
approach and for the DFT calculations.

6 Conclusions and outlook

We performed a detailed benchmark of DFT calculations
based on the LSDA for the exchange-correlation func-
tional against QMC simulations. We considered a one-
dimensional Fermi gas in a half-filled OL and a three-
dimensional Fermi gas in a simple-cubic OL at quarter
filling. The one-dimensional case is special since the QMC
results obtained with the fixed-node approach are unbi-
ased, being affected only by statistical uncertainties. This
allowed us to demonstrate that the LSDA is extremely
accurate in a broad range of interaction strengths and of
OL intensities. Still, important inaccuracies of the LSDA
emerge in the close vicinity of the strongly-interacting

1 The QMC simulations have been performed with two sys-
tem sizes, namely L = 4d and L = 6d. We verified that includ-
ing the finite-size correction corresponding to the noninteract-
ing gas, as discussed in Ref. [46], the finite-size effect on the
ground state energy becomes negligible.

Tonks-Girardeau limit and in very deep OLs (if interac-
tions are not weak). We argue that the data we provide
(see the supplemental material [44]) represent an ideal
testbed to further develop the Kohn-ShamDFT formalism
beyond the LSDA. This might include the use of gradient-
dependent correction terms in the total energy density
functional. Also in the case of the three-dimensional Fermi
gas the agreement between DFT and QMC data is re-
markable, at least in shallow OLs, and we hope that our
study will motivate further experiments aiming at accu-
rately measuring the equation of state and the density pro-
files of repulsive Fermi gas in OLs, in particular close to
half-filling, a regime which is particularly challenging for
any computational technique, including the QMC and the
DFT methods we considered in this article. These mea-
surements could be used as a testbed to develop more
accurate exchange-correlation functional in higher dimen-
sions.
The Kohn-Sham DFT formalism provides theoreticians
with a useful computational tool to predict the properties
of ultracold atomic gases in complex experimental config-
urations. Albeit approximate in its practical implemen-
tations, this method allows one to address much larger
system sizes than those amenable to other computational
methods such as, e.g., QMC algorithms, at the point to
consider models of trapped clouds with realistic system
sizes [20]. Furthermore, it can be easily extended to simu-
late dynamical properties. The analysis we provide in this
article is valuable since it maps out the regime where the
most commonly adopted approximation for the exchange-
correlation functional, namely the LSDA, is reliable, thus
providing a useful guide for future studies.

We acknowledge the CINECA award under the ISCRA
initiative, for the availability of high performance com-
puting resources and support. S. P. and F. A. acknowledge
financial support from the BIRD 2016 project “Superfluid
properties of Fermi gases in optical potentials” of the Uni-
versity of Padova.
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Supplemental material for “Density
functional theory versus quantum Monte
Carlo simulations of Fermi gases in the

optical-lattice arena”

In Table 1 we report the ground-state energy per par-
ticle E/N (in units of ~2/(2md2)) of a one-dimensional
Fermi gas in an optical lattice (OL) computed via fixed-
node diffusion Monte Carlo simulations, as a function of
the interaction parameter a1D/d, where a1D is the one-
dimensional scattering length and d is the optical-lattice
periodicity. Two OL intensities V0/Er are considered, where
Er = ~

2π2/(2md2) is the recoil energy, with ~ the reduced
Planck constant and m the particle mass. The system size
is L = 26d, and the particle number is N = N↑+N↓ = 26,
with N↑ = 13 spin-up and N↓ = 13 spin-down fermions.
Periodic boundary conditions are assumed. The first and
the last rows correspond, respectively, to the energies of
the noninteracting gas a1D/d = −∞ and of the fully polar-
ized gas (i.e., with N↑ = 26 and N↓ = 0), which is reached
in the Tonks-Girardeau limit a1D/d → 0. These energies
have been computed via exact numerical diagonalization.
In the thermodynamic limit, the ideal-gas energy per par-
ticle at V0/Er = 1 is E/N ∼= 5.42151~2/(2md2), meaning
that finite size effects are below 0.1%. By performing dif-
fusion Monte Carlo simulations with systems sizes up to
L = 54d we verified that in the interacting case the finite
size effect is of the same order of magnitude.

a1D/d E/N for V0/Er = 1 E/N for V0/Er = 4
−∞ 5.41691 15.751888
−16 5.48029(2) 15.83557(3)
−12 5.50076(3) 15.86193(4)
−6 5.57983(3) 15.95982(7)
−4 5.65446(7) 16.04662(8)
−2 5.8548(1) 16.2419(4)
−1 6.1700(2) 16.4417(5)
−0.6 6.4656(2) 16.5568(6)
−0.4 6.7087(2) 16.6254(5)
−0.2 7.0689(4) 16.7070(7)
−0.1 7.3126(5) 16.7563(7)

0 7.6146225 16.825781

Table 1. Energy per particle E/N for a one-dimensional Fermi
gas in a half filled optical lattice as a function of the interac-
tion parameter a1D/d. Two optical lattice intensities V0/Er

are considered.

In Table 2 we report the local density ρ(x) (in units
of 1/d) as a function of the spatial coordinate x (in units
of d), for three combinations of OL intensity V0/Er and
interaction parameter a1D/d. The total system size and
the particle numbers are as in Table I. Since within sta-
tistical uncertainties the density profile has periodicity d,
we report only data corresponding to the first well of the
optical lattice x ∈ [0 : d].

x
0.05 1.741 ± 0.007 1.812 ± 0.027 1.259 ± 0.004
0.10 1.591 ± 0.006 1.642 ± 0.024 1.216 ± 0.004
0.15 1.375 ± 0.005 1.402 ± 0.020 1.151 ± 0.004
0.20 1.135 ± 0.004 1.136 ± 0.016 1.072 ± 0.003
0.25 0.906 ± 0.004 0.885 ± 0.012 0.989 ± 0.003
0.30 0.711 ± 0.003 0.676 ± 0.008 0.911 ± 0.003
0.35 0.561 ± 0.002 0.518 ± 0.006 0.844 ± 0.003
0.40 0.459 ± 0.002 0.411 ± 0.004 0.794 ± 0.002
0.45 0.400 ± 0.002 0.349 ± 0.003 0.762 ± 0.002
0.50 0.381 ± 0.002 0.330 ± 0.002 0.752 ± 0.002
0.55 0.400 ± 0.002 0.350 ± 0.003 0.762 ± 0.002
0.60 0.459 ± 0.002 0.411 ± 0.004 0.793 ± 0.003
0.65 0.561 ± 0.002 0.518 ± 0.005 0.844 ± 0.003
0.70 0.710 ± 0.003 0.676 ± 0.008 0.911 ± 0.003
0.75 0.905 ± 0.004 0.886 ± 0.011 0.990 ± 0.003
0.80 1.134 ± 0.005 1.136 ± 0.015 1.072 ± 0.003
0.85 1.374 ± 0.006 1.402 ± 0.019 1.150 ± 0.004
0.90 1.589 ± 0.007 1.643 ± 0.023 1.215 ± 0.004
0.95 1.740 ± 0.008 1.812 ± 0.026 1.258 ± 0.004
1.00 1.794 ± 0.008 1.874 ± 0.027 1.274 ± 0.004

Table 2. Density profile ρ(x) as a function of the spatial co-
ordinate x. The second and the third columns correspond to
the interaction parameters a1D/d = −4 and a1D/d = −0.2,
respectively, and to the OL intensity V0/Er = 3. The fourth
column corresponds to a1D/d = −1 and V0/Er = 1.
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