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Abstract. In this paper, we study the existence and multiplicity
problems for orthogonal Finsler geodesic chords in a manifold with
boundary which is homeomorphic to a N -dimensional disk. Under
a suitable assumption, which is weaker than convexity, we prove
that, if the Finsler metric is reversible, then there are at least N

orthogonal Finsler geodesic chords that are geometrically distinct.
If the reversibility assumption does not hold, then there are at least
two orthogonal Finsler geodesic chords with different values of the
energy functional.

1. Introduction

Let (Ω, F ) be a compact Finsler manifold of class C3 with boundary
∂Ω ∈ C2 and homeomorphic to an N -dimensional disk in RN , with
N ≥ 2.

Definition 1.1. A curve γ : [a, b] → Ω is a Finsler geodesic chord if

• it is a geodesic with respect to the Finsler metric F , namely in
local coordinates it satisfies the geodesic equations

γ̈i + Γi
jk(γ, γ̇)γ̇

j γ̇k = 0, (1)

where Γi
jk are the components of the Chern connection;

• γ(a), γ(b) ∈ ∂Ω and γ(]a, b[) ⊂ Ω.

If γ is also such that γ̇(a) and γ̇(b) are orthogonal to Tγ(a)∂Ω and
Tγ(b)∂Ω respectively, i.e.

dvF
2(γ(t), γ̇(t))

∣∣
Tγ(t)∂Ω

= 0, t = a, b,

then γ is an orthogonal Finsler geodesic chord (OFGC).
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2 D. CORONA

The aim of this article is to estimate the number of OFGCs in Ω.
This question arises from the study of the brake-orbits in a potential
well for a Hamiltonian system of classical type (cf. [22]). Indeed, using
a Legendre transform and the Maupertuis-Jacobi principle, every brake
orbit of a Hamiltonian system of classical type corresponds to a geodesic
in a disk with endpoints on the boundary, where the disk is endowed
with a Jacobi-Finsler metric. When the Hamiltonian system is natural,
namely is of the form

H(q, p) =
N∑

i,j=1

gij(q)p
ipj + V (q),

then the associated Jacobi-Finsler metric turns out to be a Jacobi-
Riemannian metric. Seifert conjectured in [20] that there are at least N
brake orbits in an N -dimensional potential well of a natural Hamilton-
ian system. This conjecture has been recently proved in [13], exploiting
also some partial results achieved by the same authors in different pre-
vious works (cf. [7, 8, 9, 10, 11, 12]). In particular, in [7] every brake
orbit of a natural Hamiltonian system is associated with an orthogonal
geodesic chord in a regular and strictly concave domain. Proving an
equivalent result for a Hamiltonian system of classical type, every brake
orbit in a potential well for such a kind of system could be seen as an
OFGC in a compact strictly concave Finsler manifold with boundary
homeomorphic to an N -dimensional disk.
The first step of this kind of study is to use a sufficient condition for

the existence of OFGC: the non existence of Finsler geodesic chords
that start orthogonally and arrive tangentially to the boundary of Ω.
More formally, we give the following definition.

Definition 1.2. A curve γ : [a, b] → Ω is an orthogonal-tangent Finsler
geodesic chord (OTFGC) if it is a Finsler geodesic chord, γ̇(a) is or-
thogonal to ∂Ω and γ̇(b) ∈ Tγ(b)∂Ω.

Now we are ready to state our main result.

Theorem 1.3. Let Ω ⊂ M be an N-disk and F : TM → [0,+∞) a
Finsler metric on M. Then either:

• there exists an orthogonal-tangent Finsler geodesic chord

or

• if F is a reversible Finsler metric, then there exist at least N
geometrically distinct OFGCs; if F is not reversible, then there
are at least two OFGCs with different values of the Finsler en-
ergy functional.
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As in [12] for the Riemannian case, we will follow a variational ap-
proach, seeing the geodesics as critical points of the Finsler energy
functional

J (γ) =
1

2

∫ 1

0

F 2(γ, γ̇)ds

defined on the set ofH1,2-curves that lay on Ω and with endpoints in ∂Ω.
Indeed, the critical curves of J that do not touch the boundary in (0, 1)
are Finsler geodesic chords and their existence and multiplicity can be
obtained exploiting a suitable Ljusternik and Schnirelmann category.
However, due to the presence of the boundary, we have to treat with
critical curves of J touching the boundary and with their regularity. In
the Riemannian case, the techniques presented in [18] could be applied
to obtain the desired regularity (cf. [12]). The same techniques could
be applied in the Finsler setting requiring that if ν : ∂Ω → TM is a
unit normal vector field along ∂Ω, then for all q ∈ ∂Ω

dvF
2(q, ξ)[ν] = 0, ∀ξ ∈ Tq∂Ω. (2)

Under this assumption, a result weaker than Theorem 1.3 has been
obtained in [6]. However, (2) does not hold for the energy function of a
general Finsler metric (see Example 3.1). Consequently, we shall use a
penalization argument to prove the regularity of the Finsler geodesics
in a manifold with boundary, following the approach presented in [3] in
the convex case.

2. Framework Setup and Notation

For the sake of presentation, we suppose that Ω is embedded into a
N -manifold M including Ω. Using the Whitney embedding theorem,
we can see M as a smooth (C3) submanifold of R2N , endowed with the
Riemannian structure of the euclidean scalar product 〈·, ·〉 of R2N . A
coordinate system (qi) = (q1, . . . , qn) on M naturally induces a coordi-
nate system (qi, vi), i = 1, . . . , N on the tangent bundle TM. If f is a
real-valued function defined on TM, then dqf and dvf will denote the
derivatives of f with respect to q and v respectively. In a local chart,
the derivatives with respect to qi and vi will be denoted by ∂qi and
∂vi . We will use the Einstein notation, implying summation over a set
of indexed terms in a formula. The norm ‖·‖ : TM → R is that one
induced by the euclidean product in R2N , while we denote by ‖·‖Lp the
norm in a Lp space, for any 1 ≤ p ≤ ∞.

2.1. On Finsler metric. We consider a Finsler metric on M, namely
a function F : TM → R that satisfies the following properties:

• it is continuous on TM and C3 on TM\ 0;
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• it is fiberwise positively homogeneous of degree one, namely

F (q, λv) = λF (q, v) ∀λ > 0;

• it is strictly positive unless v 6= 0;
• for all (q, v) ∈ TM\ 0, the symmetric bilinear form gv : TqM×
TqM → R

gv(ξ, η) :=
1

2

∂2

∂s∂t

[
F 2(q, v + sξ + tη)

]
s=t=0

is positive definite. In local coordinates, this means that the
matrix

gij(q, v) =
1

2
∂2
vivjF

2(q, v) (3)

is positive definite.

Moreover, if F (q, v) = F (q,−v) for all q ∈ M and v ∈ TqM, we said
that it is reversible. In the following we denote the function F 2 by G.
The interested reader can find more details about Finsler geometry

in [21].

2.2. Geometry of Ω. There exists a function Φ : M → R of class C2

such that Ω = Φ−1(] − ∞, 0[), ∂Ω = Φ−1(0) and dΦ(q) 6= 0 for every
q ∈ ∂Ω. For any δ > 0, we set

Ωδ = Φ−1(]−∞, δ[).

By the C2 regularity of Φ, there exists a δ0 > 0 such that

dΦ(q) 6= 0, ∀q ∈ Φ−1([−δ0, δ0]), (4)

and such that Ωδ is compact for any δ ∈ [0, δ0]. We also set

K0 = max
q∈Ωδ0

‖∇Φ(q)‖. (5)

Remark 1. Since Ωδ0 is compact, there exists a constant ℓ > 0 such
that the following inequalities hold for every q ∈ Ωδ0 and v ∈ TqM:

1

ℓ
‖v‖2 ≤ G(q, v) ≤ ℓ‖v‖2; (6)

‖dqG(q, v)‖ ≤ ℓ
(
1 + ‖v‖2

)
and ‖dvG(q, v)‖ ≤ ℓ (1 + ‖v‖) ; (7)

‖dqqG(q, v)‖ ≤ ℓ
(
1 + ‖v‖2

)
and ‖dqvG(q, v)‖ ≤ ℓ (1 + ‖v‖) ; (8)

and if v 6= 0, then

‖dvvG(q, v)‖ ≤ ℓ.

Moreover, there exist a constant α > 0 such that

d2vvG(q, v)[ξ, ξ] ≥ α‖ξ‖2, ∀q ∈ Ωδ0 , ∀v ∈ TqM\ 0. (9)
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Lemma 2.1. Set

δm =
δ20

2ℓK2
0

. (10)

If x(0) ∈ ∂Ω and J (x) < δm, then

max
s∈[0,1]

|Φ(x(s))| ≤ δ0,

where δ0 were introduced in (4).

Proof. By (5) and (6) and using the Cauchy-Schwarz inequality, we
have the following chain of inequalities

|Φ(x(s))| = |Φ(x(s))− Φ(x(0))| ≤
∫ s

0

|〈∇Φ(x), ẋ〉|ds ≤ K0

∫ s

0

‖ẋ‖ds

≤ K0

(∫ 1

0

‖ẋ‖2ds
) 1

2

≤ K0

(
ℓ

∫ 1

0

G(x, ẋ)ds

) 1
2

= K0

√
2ℓJ (x) ≤ δ0.

�

Definition 2.2. For every q ∈ M and v ∈ TqM\0, the Finsler Hessian
of Φ at (q, v) is defined as

HΦ(q, v)[v, v] =
d2

ds2
(Φ ◦ γ)(0),

where γ is the geodesic of (M, F ) such that γ(0) = q and γ̇(0) = v.

Using the geodesic equations (1), in local coordinates HΦ(q, v)[v, v]
is given by

(HΦ)ij(q, v)v
ivj = ∂2

qiqjΦ(q)v
ivj − ∂qkΦ(q)Γ

k
ij(q, v)v

ivj. (11)

2.3. Sobolev and functional spaces. We consider the Sobolev spaces
H1,2([0, 1],R2N) and

H1,2
0 ([0, 1],R2N) =

{
V ∈ H1,2

(
[0, 1],R2N

)
: V (0) = V (1) = 0

}
.

For S ⊂ M, set

H1,2([0, 1], S) =
{
x ∈ H1([0, 1],R2N) : x(s) ∈ S for all s ∈ [0, 1]

}
.

It is well known that H1([0, 1],M) is a manifold of class C2 and its
tangent space at x is

TxM =
{
ξ ∈ H1,2([0, 1],R2N) : ξ(s) ∈ Tx(s)M for all s ∈ [0, 1]

}
.

Due to the presence of the boundary ∂Ω, not all the elements of TxM
are always admissible variations, according to the subset ofH1,2([0, 1],M)
we are considering. So we give the following definition.
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Definition 2.3. Let Q be a non-empty subset ofH1,2([0, 1],M) . Then
ξ ∈ TxM is an admissible infinitesimal variation of x in Q if there exists
an ǫ > 0 and a differentiable function h : (−ǫ, ǫ)× [0, 1] → M such that

• h(0, s) = x(s);
• h(τ, ·) ∈ Q for all τ ∈ (−ǫ, ǫ);
• ∂h

∂τ
(τ, s)

∣∣
τ=0

= ξ(s).

The set of all admissible infinitesimal variation of x in Q is denoted by
V−(x,Q).

Definition 2.4. Let Q be a non-empty subset of H1,2([0, 1],M) and F
a functional of class C1 defined on Q. A curve x ∈ Q is said V−-critical
curve for F on Q if

dF(x)[ξ] ≥ 0, ∀ξ ∈ V−(x,Q).

The main functional space of our variational problem is

M = {x ∈ H1,2([0, 1],Ω) : x(0), x(1) ∈ ∂Ω}.
If x ∈ M, then

V−(x,M) =

{
ξ ∈ TxM : 〈∇Φ(x(0)), ξ(0)〉 = 〈∇Φ(x(1)), ξ(1)〉 = 0,

〈∇Φ(x(s)), ξ(s)〉 ≤ 0 for any s ∈ (0, 1) such that x(s) ∈ ∂Ω

}
.

In other words, a vector field ξ ∈ TxM is in V−(x,M) if ξ(0) and ξ(1)
are tangent to ∂Ω and ξ(s) points inside Ω whenever x(s) ∈ ∂Ω.
In H1,2([0, 1],R2N) we define the norm ‖·‖∗ as

‖ξ‖∗ = max {‖ξ(0)‖, ‖ξ(1)‖}+
(∫ 1

0

‖ξ̇‖2ds
) 1

2

, (12)

while in H1,2([0, 1],M) we define the distance function

dist∗(x1, x2) = max {‖x1(0)− x2(0)‖, ‖x1(1)− x2(0)‖}

+

(∫ 1

0

‖ẋ1(s)− ẋ2(s)‖2 ds

) 1
2

. (13)

2.4. The Finsler energy functional. We consider on H1,2([0, 1],M)
the Finsler energy functional

J (γ) =
1

2

∫ 1

0

G(γ, γ̇),

whose differential is

dJ (γ)[ξ] =
1

2

∫ 1

0

(
dqG(γ, γ̇)[ξ] + dvG(γ, γ̇)[ξ̇]

)
ds, ∀ξ ∈ TxM.

(14)
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For our purposes, we will consider the restrictions of J to some subsets
of H1,2([0, 1],M), which will be denoted again with J .
Set

C(p, q,M) =
{
x ∈ H1([0, 1],M) : x(0) = p, x(1) = q

}
.

Then a curve γ ∈ C(p, q,M) is a Finsler geodesic parametrized with
constant speed if and only if it is a critical point for J on C(p, q,M).
In local coordinates, a geodesic satisfies the equations

γ̈i +
1

2
gij(γ, γ̇)

(
∂2
qkvjG(γ, γ̇)γ̇k − ∂qjG(γ, γ̇)

)
= 0,

where gij are the components of the inverse matrix of the fundamental
tensor (3). Denoting by Γi

jk the components of the Chern connection
(see [21, Chapter 5]), the previous equations can be written as in (1).

2.5. Backward parametrization map. We define the backward parametriza-
tion map R : M → M by

(Rx)(s) = x(1− s), ∀s ∈ [0, 1].

We say that N ⊂ M is R-invariant if R(N ) = N . On any R-
invariant set N , the backward parametrization map R induces an

equivalence relation and we denote by Ñ the quotient space. Through
this equivalence relation, we identify any element x of M with its back-
ward parametrization.
The map R induces a map R : V−(x,M) → V−(Rx,M) defined by

(Rξ)(s) = ξ(1− s).

Lemma 2.5. Let F be a reversible Finsler metric. If x is a V−-critical
curve for J on M, then also Rx is a V−-critical curve for J on M.

Proof. Set y = Rx and for any ζ ∈ V−(y,M), set ξ = Rζ ∈ V−(x,M).
Then, setting t = 1− s, we obtain

dJ (x)[ξ] =
1

2

∫ 1

0

(
dqG(x, ẋ)[ξ] + dvG(x, ẋ)[ξ̇]

)
ds

=
1

2

∫ 1

0

(
dqG(y,−ẏ)[ζ ] + dvG(y,−ẏ)[−ζ̇ ]

)
dt

=
1

2

∫ 1

0

(
dqG(y, ẏ)[ζ ] + dvG(y, ẏ)[ζ̇]

)
dt = dJ (y)[ζ ].

Consequently, if dJ (x)[ξ] ≥ 0 for all ξ ∈ V−(x,M), then also dJ (y)[ζ ] ≥
0 for all ζ ∈ V−(y,M), so y = Rx is a V−-critical curve for J onM. �
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2.6. Ljusternik and Schnirelmann relative category.

Definition 2.6. Let X be a topological space and Y a closed subset
of X . A closed subset F of X has relative category equal to k ∈ N,

catX,Y (F ) = k,

if k is the minimal positive integer such that F ⊂ ⋃k
i=0Ai, where

{Ai}ki=0 is a family of open subset of X satisfying:

• F ∩ Y ⊂ A0;
• if i 6= 0, Ai is contractible in X \ Y ;
• if i = 0, there exists h0 ∈ C0([0, 1]×A0, X) such that h0(1, A0) ⊂
Y and h0([0, 1], A0 ∩ Y ) ⊂ Y .

The following lemma describes an R-invariant subset C of M whose
relative category will play a central role in the proof of our multiplicity
result.

Lemma 2.7. There exists a continuous map γ : ∂Ω × ∂Ω → M such
that

• γ(A,B)(0) = A, γ(A,B)(1) = B;
• A 6= B =⇒ γ(A,B)(s) ∈ Ω, ∀s ∈]0, 1[;
• γ(A,A)(s) = A, ∀s ∈ [0, 1];
• Rγ(A,B) = γ(B,A).

Proof. Since Ω is a RiemannianN -disk, there exists an homeomorphism
Ψ : Ω → DN . We define

γ̃(A,B)(s) = Ψ−1 ((1− s)Ψ(A) + sΨ(B)) ∀A,B ∈ ∂Ω.

The construction above produces curves that are a priori only contin-
uous. In order to produce curves with an H1,2-regularity, it suffices to
use a broken geodesic approximation argument. �

After choosing a function γ : ∂Ω × ∂Ω → M as in Lemma 2.7, we
define

C = {γ(A,B) : A,B ∈ ∂Ω},
C0 = {γ(A,A) : A ∈ ∂Ω}.

In particular, C0 is the set of constant paths on the boundary ∂Ω. The
multiplicity of OFGCs for reversible Finsler metrics is based on the
relative category

cat
C̃,C̃0

C̃ ≥ N, (15)

while for the non-reversible case we exploit the following inequality

catC,C0C ≥ 2. (16)
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The inequalities (15) and (16) have been proved in [9] and [11] respec-
tively.
For our porpuses, we need to define the following quantity

δM = max
x∈C

J (x). (17)

3. Regularity of the V−-critical curves for J on M

The main goal of this section is to prove that either every non-
constant V−-critical curve for J on M is an OFGC or there exists an
OTFGC. Towards this aim, we need to provide the following regularity
result.

Proposition 1. Let x ∈ M be a V−-critical curve for J on M.
Then x has H2,∞-regularity, namely ẋ is absolutely continuous and
ẍ ∈ L∞([0, 1],RN). Moreover, setting Cx = {s ∈ [0, 1] : x(s) ∈ ∂Ω},
there exists a function λ ∈ L∞([0, 1],R) such that

dqG(x, ẋ)− d

ds
dvG(x, ẋ) = λ∇Φ(x) (18)

holds almost everywhere, λ ≤ 0 a.e. in [0, 1], λ(s) = 0 if s /∈ Cx and

λ =
HΦ(x, ẋ)[ẋ, ẋ]

gij(x, ẋ)∂qiΦ(x)∂qjΦ(x)
a.e. in Cx. (19)

The previous regularity result can be proved in the Riemannian case
using the techniques introduced in [18]. That kind of proof relies on
the existence of a non-zero vector field µ on ∂Ω such that g(ξ, µ) = 0
for all ξ ∈ T∂Ω, where g is the Riemannian metric. However, that
method cannot be exploited in the Finsler case, since the orthogonality
condition between two vectors η, ξ ∈ TqM, given by

dvF
2(q, η)[ξ] = gη(η, ξ) = 0,

is not symmetric. For this reason, there could not exist a vector field
µ in ∂Ω such that µ(q) 6= 0 and dvG(q, ξ)[µ] = 0 for all q ∈ ∂Ω and
ξ ∈ Tq∂Ω, as shown by the following example.

Example 3.1. Set Ω = {z ∈ R3 : ‖z‖ < 1} and

F (z, v) =
(
(v1)p + (v2)p + (v3)p

) 1
p ,

for p > 2. In local coordinates, the orthogonality condition dvG(z, ξ)[µ] =
0 reads as

2(p− 1)

p
F 2−p(ξ)

(
(ξ1)p−1µ1 + (ξ2)p−1µ2 + (ξ3)p−1µ3

)
= 0,

which is not linear with respect to ξ. Consequently, there could exists
some z ∈ ∂Ω such that dvG(z, ξ)[µ] = 0 for all ξ ∈ Tz∂Ω if and only if
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µ(z) = 0. For instance, set p = 3 and z = (1/
√
3, 1/

√
3, 1/

√
3). Then

ξ ∈ Tz∂Ω if and only if ξ3 = −ξ1 − ξ2, the orthogonality condition is

(ξ1)2µ1 + (ξ2)2µ2 + ((ξ1) + (ξ2))2µ3 = 0,

and it is easy to check that the only µ that satisfies this equation for
every ξ ∈ Tz∂Ω is the zero vector.

Since we cannot use the techniques presented in [18], we should em-
ploy other methods to prove the regularity of the V−-critical curves.
In [4], the regularity of Euler-Lagrange orbits for a general Tonelli-
Lagrangian of class C2 in a compact manifold with boundary is achieved
applying directly the definition of critical curve for a nonsmooth func-
tional, which in our setting is equivalent to the definition of V−-critical
curve. Because of its technicality, we will not follow that approach and
we will prove Proposition 1 using a penalization method. Since the crit-
ical curves of the penalized functional must lay on the interior of an
open set, their regularity can be proved by a standard argument. Then
we can prove the regularity of the V−-critical curves of the functional
taking the limit to remove the penalization term. The penalization
method in a manifold with boundary has been exploited, for instance,
in [14], in [15] and in [3] for the Riemannian, Lorentzian and Finsler
case respectively. In particular, the regularity of Finsler geodesics in
a domain with boundary is proved in [3] assuming the domain to be
strictly convex. Since we do not require this assumption, we will exploit
the uniqueness of the local minimum of the energy functional defined
on the set of curves with fixed endpoints.
For any [a, b] ⊂ [0, 1], we define the functional

J a,b : H1,2([0, 1],M) → R by J a,b(x) =
1

2

∫ b

a

G(x, ẋ) ds,

and we set

C([a, b], p, q,Ωδ) =
{
γ ∈ H1,2([a, b],Ωδ) : γ(a) = p, γ(b) = q

}
,

for any p, q ∈ Ω and δ ≤ δ0, where δ0 has been defined in (4). For the
sake of presentation, we denote C([a, b], p, q,Ωδ) by Cδ when we have
fixed [a, b] and p, q ∈ Ω and no confusion may arise. We consider on
C([a, b], p, q,Ωδ) the penalized functional

Jδ(γ) = J a,b(γ) +

∫ b

a

χδ(Φ(γ)) ds,

where the function χδ :]−∞, δ[→ R is defined by

χδ(t) =

{
0 if t ≤ 0,

t2

(δ−t)2
if 0 ≤ t < δ.
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By definition of χδ we have that

χ′

δ(t) =
2δ

t(δ − t)
χδ(t). (20)

The following lemma, known as Gordon’s lemma (cf. [17]), stands at
the core of the penalization method, because it allows to prove that Jδ

attains its minimum on Cδ.
Lemma 3.2 (Gordon’s lemma). Let (γn)n be a sequence in C([a, b], p, q,Ωδ)
such that ∫ b

a

G(γn, γ̇n)ds ≤ k < +∞, ∀n ∈ N,

for some k > 0. If there is a sequence (sn)n in [a, b] such that

lim
n→∞

Φ(γn(sn)) = δ,

then

lim
n→∞

∫ b

a

χδ(Φ(γn))ds = +∞.

Proof. Recalling the definition of K0 and ℓ in (5) and (6) respectively,
for any s ∈ [a, sn] we have

Φ(γn(sn))− Φ(γn(s)) =

∫ sn

s

〈∇Φ(σ), γ̇n(σ)〉dσ ≤
∫ sn

s

K0‖γ̇n(σ)‖dσ

≤ K0(sn − s)
1
2

(
ℓ

∫ sn

s

G(γn(σ), γ̇n(σ))dσ

) 1
2

≤ C(sn − s)
1
2 , (21)

for some strictly positive constant C that depends on ℓ, K0 and k, but
not on n. Then

0 < δ − Φ(γn(s)) ≤ C(sn − s)
1
2 + (δ − Φ(γn(sn))) ,

and
1

(δ − Φ(γn(s)))
2 ≥ 1

2
(
C2(sn − s) + (δ − Φ(γn(sn))

2) .
(22)

Since Φ(γn(sn)) → δ > 0, for n sufficiently large Φ(γn(sn)) >
2

3
δ and

there exists a sequence s̄n < sn such that

Φ(γn(s̄n)) =
1

3
δ.

From (21) we get that

(sn − s̄n)
1
2 ≥ 1

3C
δ > 0.
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Clearly we can choose s̄n such that

Φ(γn(s)) >
1

3
δ, ∀s ∈ (s̄n, sn).

Thus, integrating both hands sides of (22) we obtain
∫ b

a

χδ(γn(s)) ds ≥
1

9

∫ sn

s̄n

δ2

2
(
C2(sn − s) + (δ − Φ(γn(sn))

2)ds

and passing to the limit we get the thesis. �

Lemma 3.3. For any δ ∈ (0, δ0), Jδ has a minimum on Cδ.
Proof. Since Jδ is bounded from below, there exists a sequence (γn)n
in Cδ such that

inf
γ∈Cδ

Jδ(γ) = lim
n→∞

Jδ(γn).

As a consequence, there exists a constant k such that

1

2

∫ b

a

G(γn, γ̇n)ds ≤ Jδ(γn) ≤ k, (23)

for n sufficiently large. The bounds in (6) imply that

‖γ̇n‖22 =
∫ b

a

‖γ̇n‖2ds ≤ ℓ

∫ b

a

G(γn, γ̇n)ds ≤ 2ℓk,

so we can apply the Ascoli-Arzelá theorem and obtain a subsequence,
which we denote by (γn) again, that uniformly converges to a curve γ̄
and such that γ̇n weakly converges to ˙̄γ. To conclude the proof, we will
show that

inf
γ∈Cδ

Jδ(γ) ≥ Jδ(γ̄).

By Lemma 3.2 and (23), there exists a strictly positive constant c such
that δ − Φ(γ(s)) > c for any s ∈ [a, b]. Hence, γ̄ ∈ Cδ and

lim
n→∞

∫ b

a

χδ(Φ(γn))ds =

∫ b

a

χδ(Φ(γ̄))ds. (24)

The uniform convergence of γn to γ leads to

lim
n→∞

∫ b

a

G(γn, γ̇n)ds = lim
n→∞

∫ b

a

G(γ̄, γ̇n)ds. (25)

Moreover, since we are on a compact subset of M

ξ ∈ L2([a, b],RN) →
∫ b

a

G(γ̄(s), ξ(s))ds

is continuous with respect the strong topology of L2. By the convexity
of G, the above functional is convex. As a consequence, it is also lower
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semicontinuous with respect to the weak topology and since γ̇n weakly
converges to ˙̄γ we obtain that

lim inf
n→∞

∫ b

a

G(γ̄, γ̇n)ds ≥
∫ b

a

G(γ̄, ˙̄γ)ds. (26)

Finally, by (24), (25) and (26) we obtain

inf
γ∈Cδ

Jδ(γ) = lim
n→∞

Jδ(γn) = lim
n→∞

(
1

2

∫ b

a

G(γn, γ̇n)ds+

∫ b

a

χδ(Φ(γn))ds

)

= lim inf
n→∞

(
1

2

∫ b

a

G(γ̄, γ̇n)ds

)
+

∫ b

a

χδ(Φ(γ̄))ds

≥ 1

2

∫ b

a

G(γ̄, ˙̄γ)ds+

∫ b

a

χδ(Φ(γ̄))ds = Jδ(γ̄).

�

Lemma 3.4. For any δ ∈ (0, δ0), let γδ be a critical point of Jδ in Cδ.
Then γδ is C1 and, for any s̄ ∈ [a, b] such that γ̇(s̄) 6= 0, there exists a
neighbourhood I of s̄ such that γδ is twice differentiable in I and there
it satisfies the equations

γ̈i
δ + Γi

jk(γδ, γ̇δ)γ̇
j
δ γ̇

k
δ = χ′

δ(Φ(γ))∂qkΦ(γδ)g
ki(γδ, γ̇δ). (27)

Moreover, a constant Eδ ∈ R exists such that

Eδ =
1

2
G(γδ, γ̇δ)− χδ(Φ(γδ)) on [a, b]. (28)

The proof of this lemma can be found in [3, Lemma 4.1].

Lemma 3.5. For any δ ∈ (0, δ0), let γδ be a minimum of Jδ on Cδ.
Then there exists a constant k1 > 0 such that

Jδ(γδ) ≤ k1 < +∞, ∀δ ∈ (0, δ0), (29)

and

1

2
G(γδ(s), γ̇δ(s)) ≤

k1
b− a

+χδ(Φ(γδ(s))) for all δ ∈ (0, δ0) and s ∈ [a, b].

(30)

Proof. Let γ̄ be a curve in C([a, b], p, q,Ω). Then γ̄ is in Cδ for any
δ ∈ (0, δ0), being Ω ⊂ Ωδ. Since Φ(γ̄(s)) ≤ 0 for any s ∈ [a, b], we set

k1 = Jδ(γ̄) =
1

2

∫ b

a

G(γ̄, ˙̄γ)ds+

∫ b

a

χδ(Φ(γ̄))ds =
1

2

∫ b

a

G(γ̄, ˙̄γ)ds < +∞,
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and (29) follows. Since γδ is a minimum point of Jδ, it is a critical
point of Jδ and by Lemma 3.4 there exists a constant Eδ such that (28)
holds. Using (29) we get

∫ b

a

Eδ ds =

∫ b

a

(
1

2
G(γδ, γ̇δ)− χδ(Φ(γδ))

)
ds

= Jδ(γδ)− 2

∫ b

a

χδ(Φ(γδ)) ds ≤ k1 − 2

∫ b

a

χδ(Φ(γδ)) ds ≤ k1.

Thus

Eδ ≤
k1

b− a
, for all δ ∈ (0, δ0).

and (30) holds. �

Lemma 3.6. Let (γδ)δ∈(0,δ0) be a family in H1,2([a, b],M) such that,
for any δ ∈ (0, δ0), γδ is a minimum of Jδ on C([a, b], p, q,Ωδ). For any
δ ∈ (0, δ0), set

λδ(s) = −χ′

δ(Φ(γδ(s))), s ∈ [a, b].

Then there exists a δ1 ∈ (0, δ0) such that

sup
δ∈(0,δ1)

‖λδ‖∞ = sup
δ∈(0,δ1)

max
s∈[a,b]

|λδ(s)| < +∞, (31)

Proof. For any δ ∈ (0, δ0), set ρδ(s) = Φ(γδ(s)) and let sδ be a maximum
point for ρδ. Since the derivative of χδ is non-decreasing and χ′

δ(t) = 0
for any t ≤ 0, then

0 ≤ χ′

δ(Φ(γδ(s))) ≤ χ′

δ(Φ(γδ(sδ))), ∀s ∈ [0, 1].

Thus, it suffices to prove (31) assuming that

Φ(γδ(sδ)) ∈]0, δ[.
Due to the lack of regularity of G on the zero section, we must distin-
guish the two cases in which γ̇δ(sδ) is equal to zero or not. In both
cases, we will prove the existence of a constant L > 0 such that

χ′

δ(Φ(γ(sδ))) ≤ L

(
1 + χδ(Φ(γ(sδ)))

)
, for any δ ∈ (0, δ0), (32)

from which we infer the thesis. Indeed, by (20) we obtain
(

2δ

Φ(γδ(sδ))(δ − Φ(γδ(sδ)))
− L

)
χδ(Φ(γ(sδ))) ≤ L.

Since

inf
t∈(0,δ)

2δ

(t(δ − t))
=

8

δ
,

then setting δ1 = 8/L we obtain (31).
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First case: Let sδ ∈ Aδ = {s ∈ [a, b] : γ̇δ(s) 6= 0}. By Lemma 3.4, γδ
is twice differentiable in a neighbourhood of sδ, and being a maximum
point of ρδ we get that ρ̇δ(sδ) = 0 and

ρ̈δ(sδ) = ∂2
qiqjΦ(γδ(sδ))γ̇

i
δγ̇

j
δ + ∂qiΦ(γδ(sδ))γ̈

i
δ(sδ) ≤ 0.

By (27) we obtain

∂2
qiqjΦ(γδ)γ̇

i
δγ̇

j
δ − ∂qiΦ(γδ)Γ

i
jk(γδ, γ̇δ)γ̇

j
δ γ̇

k
δ

+ χ′

δ(γδ)∂qiΦ(γδ)∂qjΦ(γδ)g
ij(γδ, γ̇δ) ≤ 0,

having omitted the dependency on sδ for the sake of presentation. Since
Ωδ0 is a compact domain and the components of the Chern connection
Γi
jk are fiberwise positively homogeneous of degree zero, there exists a

constant c1 > 0 such that

−c1G(γδ, γ̇δ) ≤ ∂2
qiqjΦ(γδ)γ̇

i
δγ̇

j
δ − ∂qiΦ(γδ)Γ

i
jk(γδ, γ̇δ)γ̇

i
δγ̇

j
δ .

Moreover, since dΦ(q) 6= 0 for any q ∈ Φ−1([0, δ0]) and the matrix
[gij(q, v)] is positive definite for any v 6= 0, there exists a constant
c2 > 0 such that

c2 < ∂qiΦ(γδ)∂qjΦ(γδ)g
ij(γδ, γ̇δ).

Hence we obtain

−c1G(γδ, γ̇δ) + c2χ
′

δ(γδ) ≤ 0,

and by (30) we get the existence of a constant L > 0 such that (32)
holds.
Second case: Let sδ ∈ Bδ = [a, b]\Aδ. Firstly, we show that the interior
of Bδ is empty. Arguing by contradiction, let I(sδ) a neighbourhood of
sδ such that I(sδ) ⊂ Bδ. Take a vector field ξ ∈ TγδM, with support
in Iδ, such that dΦ(γδ(sδ))[ξ(sδ)] < 0 and dΦ(γδ(s))[ξ(s)] ≤ 0 for any
s ∈ I(sδ). Since γ̇δ(s) = 0 on I(sδ), then

dqG(γδ(s), γ̇δ(s)) = dvG(γδ(s), γ̇δ(s)) = 0, for any s ∈ I(sδ).

Moreover, we can choose the neighbourhood Iδ such that Φ(γδ(s)) > 0
for any s ∈ Iδ, so χ′

δ(γδ) > 0 in Iδ. As a consequence, being γδ a critical
point for Jδ, we get

0 = dJδ(γδ)[ξ] =
1

2

∫

I(sδ)

(
dqG(γδ, γ̇δ)[ξ] + dvG(γδ, γ̇δ)[ξ̇]

)
ds

+

∫

I(sδ)

χ′

δ(γδ)dΦ(γδ)[ξ]ds =

∫

I(sδ)

χ′

δ(γδ)dΦ(γδ)[ξ]ds < 0,

which is an absurd. Now, since the interior of Bδ is empty, we must
distinguish two cases.
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(i) sδ is an isolated point of Bδ. Then, recalling that ρδ ∈ C1 and
that sδ is a maximum point for ρδ, ρ̇δ(sδ) = 0. Moreover, there
exists a neighbourhood Iδ of sδ such that Iδ ∩ Bδ = {sδ} and,
for any s ∈ Iδ, ρ̇δ(s) ≥ 0 for s < sδ. Applying the mean value
theorem, we can construct a sequence (sδ,n)n that converges to
sδ from below and such that ρ̈δ(sδ,n) ≤ 0. Following the same
procedure of the first case, we obtain that

χ′

δ(Φ(γ(sδ,n))) ≤ L

(
1 + χδ(Φ(γ(sδ,n)))

)
,

and passing to the limit we obtain (32) for sδ.
(ii) sδ is an accumulation point of Bδ. In this case we can suppose,

without loss of generality, that there exists a strictly increas-
ing sequence (sδ,n)n in Bδ that converges to sδ and such that
(sδ,n−1, sδ,n) ⊂ Aδ. Since γ̇δ(sδ,n) = 0, ρ̇δ(sδ,n) = 0 for any n
and we can apply the Rolle’s theorem to construct a sequence
(s̄δ,n)n in Aδ such that s̄δ,n ∈ (sδ,n−1, sδ,n) and ρ̈(s̄δ,n) = 0. Then
applying the same reasoning of the first case and passing to the
limit as s̄δ,n → sδ, we obtain (32) for sδ.

�

Lemma 3.7. Let (γδ)δ∈(0,δ0) be a family in H1,2([a, b],M) such that,
for any δ ∈ (0, δ0), γδ is a minimum of Jδ on C([a, b], p, q,Ωδ). Then
there exists a subsequence (δn)n in (0, δ0) such that

(1) (γδn)n strongly converges to a curve γ ∈ C([a, b], p, q,Ω);
(2) the sequence of functions (λδn)n weakly converges to a function

λ ∈ L2([a, b],R);
(3) if p 6= q, the limit curve γ is such that γ̇(s) 6= 0 for all s ∈ [a, b],

it has H2,2-regularity on [a, b] and it satisfies a.e.

dqG(γ, γ̇d)−
d

ds
dvG(γδ, γ̇d) = λ ∇Φ(γ). (33)

(4) the limit curve γ is a minimum of J a,b on C([a, b], p, q,Ω).
Proof. For any δ ∈ (0, δ0), γδ is a minimum of Jδ, so (29) holds and

∫ b

a

G(γδ, γ̇δ)ds ≤ k1, ∀δ ∈ (0, 1).

By (6) and the Ascoli-Arzelá theorem, we obtain a decreasing sequence
(δn)n ⊂ (0, 1) that converges to 0 such that γδn uniformly converges
to a curve γ and γ̇δn weakly converges to γ̇. Since γδn(s) ⊂ Ωδn for
every n ∈ N and δn → 0, the support of γ is in Ω. To prove the
statement (1), it remains to show that γ̇δn strongly converges to γ̇.
Consider a smooth curve ω ∈ C([a, b], p, q,M) that approximates γ and
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set ξn(s) = exp−1
ω(s)(γδn(s)), where exp is the exponential map of the

Riemannian metric that derives from the euclidean product. For every
n,m ∈ N we set

Vn,m = dexpω[ξm − ξn].

As (γδn)n uniformly converges to 0, also Vn,m uniformly converges to 0
as n,m → +∞. Since γδn is a critical point for Jδn, we obtain

dJδn(γδn)[Vn,m] = dJ (γδn)[Vn,m]+

∫ b

a

λδn〈∇Φ(γδn), Vn,m〉 ds = 0. (34)

By Lemma 3.6, if n is sufficiently large, then λδn is bounded in L∞.
Since Vn,m uniformly converges to 0, this implies that the right-hand
side of (34) goes to zero, and we obtain

lim
m,n→∞

dJ (γδn)[Vn,m] = 0.

From this last equality, we can obtain the strong convergence of γ̇δn to
γ̇, up to subsequences, following the same procedure exploited in the
proof of [5, Theorem 3.1].
Statement (2) naturally derives from Lemma 3.6. Indeed, from the

sequence (δn)n obtained in the first statement we can select a subse-
quence, which we denote again by (δn)n, such that λδn weakly converges
in L2([a, b]).
In order to prove the statement (3), firstly we use [3, Proposition 4.6]

to obtain that γ is C1 and, for any s̄ ∈ [a, b] such that γ̇δ(s̄) 6= 0, said
(U, ϕ) a chart of M such that γδ(s̄) ∈ U , γ has H2,2-regularity on an
open subset of γ−1(U) containing the point s̄ and there it satisfies (33)
a.e.. Now set A = {s ∈ [a, b] : γ̇(s) 6= 0}. Since we are assuming that
p 6= q, the set A is not empty. Let s0 ∈ A be such that γδ(s0) ∈ Ω.
Then there exists a neighbourhood I of s0 and a small number d > 0
such that |Φ(γδn(s))| > d for every s ∈ I and for n sufficiently large.
As a consequence, (λδn)n uniformly converges to 0 in I and λ = 0 a.e.
in I. Now set B = {s ∈ A : γ(s) ∈ ∂Ω}. Since γ is a C1 function and
Φ(γ) = 0 in B, then (cf. [16, Lemma 7.7])

〈∇Φ(γ(s)), γ̇(s)〉 = 0, ∀s ∈ B.

Contracting both therms of (33) with γ̇ leads to
(
dqG(γ, γ̇)− d

ds
dvG(γ, γ̇)

)
[γ̇] = λ〈∇Φδ(γ(s)), γ̇(s)〉 = 0.

As a consequence,

E(γ, γ̇) = dvG(γ, γ̇)−G(γ, γ̇)

is constant on every connected component of A. By Euler’s theorem,
E(γ, γ̇) = G(γ, γ̇) and, being s ∈ [a, b] → G(γ(s), γ̇(s)) a continuous
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function, we conclude that G(γ, γ̇) is a non zero constant on the whole
[a, b]. Consequently, A = [a, b] and (33) holds on the whole [a, b].
Let us prove statement (4). Recalling (20), by Lemma 3.6 there exist

a constant k > 0 such that

sup
s∈[a,b]

|χδn(Φ(γδn(s)))| = sup
s∈[a,b]

∣∣∣∣χ
′

δn(Φ(γδn(s)))
Φ(γδn(s)) (δn − Φ(γδn(s)))

2δn

∣∣∣∣

≤ k sup
t∈(0,δn)

∣∣∣∣
t(δn − t)

2δn

∣∣∣∣ =
k

8
δn → 0.

Consequently,

lim
n→∞

∫ b

a

χδn(Φ(γδn(s))) ds = 0,

and since C([a, b], p, q,Ω) ⊂ C([a, b], p, q,Ωδ) for any δ, then

J a,b(γ) = lim
n→∞

Jδn(γδn) ≤ lim
n→∞

Jδn(y) = J a,b(y), for all y ∈ C([a, b], p, q,Ω).

�

Proof of Proposition 1. If x is a constant curve, i.e. x(s) = q ∈ ∂Ω for
any s ∈ [0, 1], then it is obviously in H2,∞ and (18) is trivially satisfied
setting λ = 0. Let us assume that x is a non-constant curve. We need
only to prove the regularity of x when it touches the boundary ∂Ω.
In fact, x is a free geodesic when it lays on Ω, so it is C2. Since the
regularity is a local property, we can restrict our analysis on a single
chart (U, ϕ) in a neighbourhood of a point x(t̄) ∈ ∂Ω. Let (a, b) be a
neighbourhood of t̄ such that x([a, b]) ⊂ U and x(a) 6= x(b). If t̄ = 0,
then set a = 0 and, similarly, if t̄ = 1, then set b = 1. Notice that, for
our purpose, we can choose a and b as close as we desire.
For any δ ∈ (0, δ0), consider the functional Jδ defined on C([a, b], x(a), x(b),Ωδ).

By Lemma 3.7, there exists a curve γ ∈ H2,2 that is a minimum of J a,b

on C([a, b], x(a), x(b),Ω). As a first step, we prove that x has H2,2

regularity by showing that x = γ.
Let us show that if a and b are sufficiently close, then γ([a, b]) ⊂ U .

Let y be a curve C([a, b], x(a), x(b),Ω) such that y([a, b]) 6⊂ U and let
s̄ be the first instant at which y(s) 6∈ U . Using the Cauchy-Schwarz
inequality and (6) we obtain that

dist(x(a), ∂U) ≤
∫ s̄

a

‖ẏ(s)‖ds ≤ (ℓ(b− a)J (y))
1
2 ,

so

J (y) ≥ dist2(x(a), ∂U)

ℓ(b− a)
. (35)
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Now let x̃ be the reparametrization of x such that x̃([a, b]) = x([a, b])
and G(x̃(s), ˙̃x) = cx 6= 0. Then

J a,b(γ) =

∫ b

a

G(γ, γ̇) ds ≤
∫ b

a

G(x̃, ˙̃x) ds = (b− a)cx. (36)

As a consequence, choosing a and b such that

b− a <
dist(x(a), ∂U)√

ℓcx
,

from (35) and (36) we obtain that

J a,b(γ) <
dist2(x(a), ∂U)

ℓ(b− a)
,

so it lays on U .
Now choose the map ϕ such that

dϕ

( ∇Φ(q)

‖∇Φ(q)‖

)
∈ RN

is constant on the chart. Then ξ = γ − x is an admissible variation of
x in C([a, b], x(a), x(b),Ω), since

〈ξ(s),∇Φ(x(s))〉 ≤ 0, if x(s) ∈ ∂Ω.

Now define f : [0, 1] → R by

f(t) = J a,b(x+ tξ).

Since γ is a minimum for J a,b, we have that

f(1)− f(0) = J a,b(γ)−J a,b(x) ≤ 0.

Setting ξ(s) = 0 for any s ∈ [0, 1] \ [a, b], we have that ξ ∈ V−(x,M).
Since x is a V−-critical curve for J on M, we obtain

f ′(0) = dJ a,b(x)[ξ] = dJ (x)[ξ] ≥ 0.

Looking for a contradiction, we set γ 6= x and show that if a and b are
sufficiently close then

∫ 1

0

(
f ′(t)− f ′(0)

)
dt > 0. (37)

As a consequence,

0 ≥ f(1)−f(0) = f ′(0)+

∫ 1

0

(
f ′(t)−f ′(0)

)
dt ≥

∫ 1

0

(
f ′(t)−f ′(0)

)
dt > 0,
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which is an absurd. By definition of f we have

f ′(t)− f ′(0) =
1

2

∫ b

a

[(
dqG(x+ tξ, ẋ+ tξ̇)[ξ]− dqG(x, ẋ)

)
[ξ]

+
(
dvG(x+ tξ, ẋ+ tξ̇)− dvG(x, ẋ)

)
[ξ̇]

]
ds.

Using the mean value theorem and the bounds in (8) and (9) we obtain

f ′(t)− f ′(0) =
t

2

∫ b

a

ds

∫ 1

0

(
dvvG(x+ σtξ, ẋ+ σtξ̇)[ξ̇][ξ̇]

+ 2dqvG(x+ σtξ, ẋ+ σtξ̇)[ξ][ξ̇] + dqqG(x+ σtξ, ẋ+ σtξ̇)[ξ][ξ]

)
dσ

≥ t

2

∫ b

a

ds

∫ 1

0

(
α‖ξ̇‖2 − 2ℓ(1 + ‖ẋ+ σtξ̇‖)‖ξ‖‖ξ̇‖

− ℓ(1 + ‖ẋ+ σtξ̇‖2)‖ξ‖2
)
dσ. (38)

Let us show that there exists a constant c1 > 0, which depends only on
x, such that

∫ b

a

‖ẋ+ σtξ̇‖2ds ≤ c1.

Indeed, by the inequalities in (6) and since γ is a minimum for J a,b,
we have the following chain of inequalities

∫ b

a

‖ẋ+σtξ̇‖2ds ≤ 2

∫ b

a

(
‖ẋ‖2 + ‖σtξ̇‖2

)
ds ≤ 2

∫ b

a

(
‖ẋ‖2 + ‖ξ̇‖2

)
ds

≤ 2

∫ b

a

(
‖ẋ‖2 + 2(‖γ‖2 + ‖x‖2)

)
ds ≤ 6

∫ b

a

‖ẋ‖2ds+ 4ℓ

∫ b

a

G(γ, γ̇)ds

≤ 6

∫ b

a

‖ẋ‖2ds+ 4ℓ

∫ b

a

G(x, ẋ)ds ≤ 6

∫ b

a

‖ẋ‖2ds+ 4ℓ2
∫ b

a

‖ẋ‖2ds

≤ (6 + 4ℓ2)

∫ 1

0

‖ẋ‖2ds = c1.
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As a consequence, there exists a strictly positive constant c2 such that

I1 = ℓ

∫ b

a

(∫ 1

0

(1 + ‖ẋ+ σtξ̇‖)‖ξ‖‖ξ̇‖dσ
)
ds

= ℓ

∫ b

a

‖ξ‖‖ξ̇‖ds+ ℓ

∫ 1

0

(∫ b

a

(‖ẋ+ σtξ̇‖)‖ξ‖‖ξ̇‖ds
)
dσ

≤ ℓ‖ξ‖L∞‖ξ̇‖L2 + ℓ‖ξ‖L∞‖ξ̇‖L2

∫ 1

0

(∫ b

a

‖ẋ+ σtξ̇‖2ds
)1/2

dσ

≤ c2‖ξ‖L∞‖ξ̇‖L2,

where we applied the Tonelli’s theorem and the Hölder inequality. Sim-
ilarly, there exists a constant c3 > 0 such that

I2 = ℓ

∫ b

a

(∫ 1

0

(1 + ‖ẋ+ σtξ̇‖2)‖ξ‖2dσ
)
ds

≤ ℓ‖ξ‖2L∞

∫ 1

0

(∫ b

a

(1 + ‖ẋ+ σtξ̇‖2)ds
)
dσ ≤ c3‖ξ‖2L∞.

Then, by (38) we obtain

f ′(t)− f ′(0) ≥ t

2

(
α‖ξ̇‖2L2 − c2‖ξ‖L∞‖ξ̇‖L2 − c3‖ξ‖2L∞

)
. (39)

Since ξ(a) = 0, we have

‖ξ(s)‖ =

∥∥∥∥ξ(a) +
∫ s

a

ξ̇(σ)dσ

∥∥∥∥ ≤
∫ s

a

‖ξ̇(σ)‖dσ ≤
√
s− a ‖ξ̇‖L2,

therefore
‖ξ‖L∞ ≤

√
b− a ‖ξ̇‖L2.

By (39) we obtain

f ′(t)− f ′(0) ≥ t

2
‖ξ̇‖2L2

(
α− c2

√
b− a− c3(b− a)

)
,

and, if b − a is sufficiently small, then there exists a constant c4 > 0
such that

f ′(t)− f ′(0) ≥ c4t.

As a consequence, (37) holds so x and γ must coincide.
Since x = γ in every chart, by Lemma 3.7 we obtain that ẋ(s) 6= 0 for

all x ∈ [0, 1]. Moreover, (18) holds a.e. for a function λ ∈ L2([0, 1],R)
such that λ(s) = 0 for all s /∈ Cx and λ ≤ 0 a.e.. Set ρ(s) = Φ(x(s)).
Since ρ(s) = 0 on Cx and ρ̇ is absolutely continuous, by [16, Lemma
7.7] we have ρ̈(s) = 0 a.e. on Cx. Using (18) in local coordinates, we
get that x satisfies the equations

ẍi + Γi
jk(x, ẋ)ẋ

j ẋk = −λ∂qkΦ(x)g
ki(x, ẋ), (40)
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so we obtain

0 = ρ̈(s) = ∂2
qiqjΦ(x)ẋ

iẋj−∂qiΦ(x)Γ
i
jk(x, ẋ)ẋ

j ẋk−λ∂qiΦ(x)∂qkΦ(x)g
ik(x, ẋ).

Using (11), we obtain (19), and since ẋ is a continuous function, also
λ is a continuous function in [0, 1]. Then λ ∈ L∞([0, 1],R) and using
(40) we obtain that ẍ ∈ L∞([0, 1],RN), so x ∈ H2,∞([0, 1],Ω). �

Remark 2. By a similar argument used in the proof of Proposition 1,
one can prove that if q1, q2 ∈ Ω are sufficiently close, then there exists
a unique V−-critical curve for J on M, i.e. a unique geodesic in a
manifold with boundary, that connects q1 and q2. This has been done
for the Riemannian case in [19].

Thanks to the H2,∞-regularity of the V−-critical curves for J on M

given by Proposition 1, integration by parts of (14) becomes available.
This allows to prove that every non-constant V−-critical curve for J
on M either it is an orthogonal Finsler geodesic chord or it contains an
orthogonal-tangent Finsler geodesic chord.

Lemma 3.8. If x is a non-constant V−-critical curve of J in M, then
ẋ(0) and ẋ(1) are orthogonal to ∂Ω.

Proof. Set Cx = {s ∈ [0, 1] : x(s) ∈ ∂Ω} and Ix = [0, 1] \ Cx. Let
ξ ∈ TxM be such that

〈ξ(s),∇Φ(x(s))〉 = 0 on Cx.

Then, both ξ and −ξ are admissible infinitesimal variations of x in M

and dJ (x)[ξ] = 0. As a consequence, partial integration and (18) lead
to

dJ (x)[ξ] =
1

2

(
dvG(x(1), ẋ(1))[ξ(1)]− dvG(x(0), ẋ(0))[ξ(0)]

)

+
1

2

∫ 1

0

(
dqG(x, ẋ)− d

ds
dvG(x, ẋ)

)
[ξ]ds

=
1

2

(
dvG(x(1), ẋ(1))[ξ(1)]− dvG(x(0), ẋ(0))[ξ(0)]

)
= 0.

Since both ξ(0) and ξ(1) are arbitrary tangent vectors to ∂Ω, we infer
that, with respect to the Finsler structure, both ẋ(0) and ẋ(1) are
orthogonal to Tx(0)∂Ω and Tx(1)∂Ω respectively. �

Proposition 2. Let x be a non-constant V−-critical curve for J on
M. Then either

• there exists s̄ ∈]0, 1[ such that x|[0,s̄] is an orthogonal-tangent
Finsler geodesic chord,
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or

• x is an orthogonal Finsler geodesic chord.

Proof. Set Cx = {s ∈]0, 1[: x(s) ∈ ∂Ω}. Since x is a non-constant
V−-critical curve for J on M, ẋ 6= 0 everywhere. By Lemma 3.8, ẋ(0)
points inside Ω. As a consequence, if Cx 6= ∅, then s̄ = minCx > 0. By
Proposition 1, x is of class C1 and ẋ(s̄) must be tangent to ∂Ω. Then
x|[0,s̄] is an orthogonal-tangent Finsler geodesic chord. Otherwise, if
Cx = ∅, Lemma 3.8 implies that x is an orthogonal Finsler geodesic
chord. �

Remark 3. Let Ω be a strictly convex domain, i.e. every Finsler
geodesic that is tangent to ∂Ω locally remains outside Ω. Then every
no-constant V−-critical curve for J on M is an OFGC. Indeed, if Ω is
a strictly convex domain, then the Finsler Hessian HΦ(q, v)[v, v] > 0
for every q ∈ ∂Ω and v ∈ Tq∂Ω \ 0. As a consequence, from (19) we
infer that if x is a non-constant V−-critical curve for J on M, λ should
be non-negative whenever x touches the boundary ∂Ω. Since λ ≤ 0
for every s ∈ [0, 1], then λ = 0 and x is a free geodesics. Therefore,
x(]0, 1[) ∈ Ω and, by Lemma 3.8, x is an OFGC.

4. V−-Palais-Smale Sequences

In this section we prove the so-called Palais-Smale condition for the
functional J in M. Due to the presence of the boundary ∂Ω, M is not
a smooth manifold and the definition of Palais-Smale sequence has to
be modified accordingly.

Definition 4.1. A sequence (xn)n ⊂ M is a V−-Palais-Smale sequence
for J at level c ∈ R if limn→∞ J (xn) = c, and for all Vn ∈ V−(xn)
such that ‖Vn‖∗ = 1 (where the norm ‖·‖∗ has been defined in (12))
the following holds:

dJ (xn)[Vn] ≥ −ǫn,

where ǫn → 0+.

When the action of a general Tonelli-Lagrangian function L of class
C2 is considered, the Palais-Smale condition can be proved exploiting
the fiberwise convexity of L by the mean value theorem on dvL (cf.
[2, 6]). Since the energy function G is not regular on the zero section,
we cannot apply the mean value theorem on dvG. In [5] a proof of the
Palais-Smale condition for the Finsler energy functional is given using
a localization argument introduced in [1], which allows to work in an
open subset of Rn. Here we use the same procedure of [5] to deal with
the lack of regularity of G on the zero section, but we work in local
charts.
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Proposition 3. Let (xn)n ⊂ M be a V−-Palais-Smale sequence for J
at level c ∈ R. Then xn is strongly H1-convergent.

Proof. If (xn)n is a V−-Palais-Smale sequence, then it admits a subse-
quence which is H1-weakly convergent. In fact, by Remark 1, for n
sufficiently large we have

‖ẋn‖22 =
∫ 1

0

‖ẋn‖2ds ≤ ℓ

∫ 1

0

G(xn, ẋn)ds ≤ 2ℓJ (xn) ≤ 2ℓ(c+ 1).

Applying the Ascoli-Arzelá theorem, there exists a subsequence, which
we will denote again by (xn), that converges uniformly to a curve
x ∈ M, so it is weakly H1-convergent. Let us consider an auxiliary
Riemannian metric ḡ in Ω for which the boundary ∂Ω is totally ge-
odesic, and let exp denote the relative exponential map. For all n
sufficiently large, we set

Vn(s) = (expxn(s))
−1(x(s)).

Since xn converges to x uniformly, the vector field Vn is well defined
and converges uniformly to 0. Also, ‖Vn‖∗ is bounded, because (xn)n
is bounded in H1. Moreover, Vn ∈ V−(xn) for all n sufficiently large.
In fact, if xn(s) ∈ Ω, then Vn(s) can be any element of Txn(s)M and if
xn(s) ∈ ∂Ω, we have two cases. If x(s) ∈ ∂Ω, then Vn(s) ∈ Txn(s)∂Ω,
having used the fact that ∂Ω is totally geodesic relatively to ḡ. If
x(s) ∈ Ω, then Vn(s) points inside Ω, since exp locally defines a chart
in a neighbourhood of xn(s). As a consequence, being (xn)n a V−-
Palais-Smale sequence, we have that

lim inf
n→∞

dJ (xn)[Vn] = lim inf
n→∞

1

2

∫ 1

0

(
dqG(xn, ẋn)[Vn] + dvG(xn, ẋn)[V̇n]

)
ds ≥ 0.

By (7) and since Vn → 0 uniformly,

lim
n→∞

∫ 1

0

dqG(xn, ẋn)[Vn]ds ≤ lim
n→∞

∫ 1

0

c3(1 + ‖xn‖2)‖Vn‖ds = 0,

and, as a consequence,

lim inf
n→∞

∫ 1

0

dvG(xn, ẋn)[V̇n]ds ≥ 0. (41)

Let [a, b] ⊂ [0, 1] be such that x([a, b]) is in a single chart (U, ϕ), with
U ⊂ RN and ϕ : U → M. If n is big enough, also xn([a, b]) ⊂ U . Con-
sidering the restriction of x and xn on [a, b], we define ξ(s) = ϕ−1(x(s))
and ξn(s) = ϕ−1(xn(s)). Using this local chart,

V̇n = ξ̇ − ξ̇n + wn,
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where wi
n is L2 convergent to 0. We define G̃ : U × RN → R as

G̃(ζ, η) = G(ϕ(ζ), dϕ(ζ)[η]).

From (41) we infer

lim inf
n→∞

∫ b

a

∂vG̃(ξn, ξ̇n)[ξ̇ − ξ̇n + wi
n]ds ≥ 0,

and by the L2 convergence of wi
n to zero we obtain

lim inf
n→∞

∫ b

a

∂vG̃(ξn, ξ̇n)[ξ̇ − ξ̇n]ds ≥ 0.

Since xn weakly converges to x, then ξn weakly converges to ξ and we
have

lim
n→∞

∫ b

a

∂vG̃(ξn, ξ̇)[ξ̇ − ξ̇n]ds = 0.

As a consequence,

lim inf
n→∞

∫ b

a

(
∂vG̃(ξn, ξ̇n)− ∂vG̃(ξn, ξ̇)

)
[ξ̇ − ξ̇n]ds ≥ 0 (42)

Due to the lack of regularity of G on the zero section, we cannot apply
the mean value theorem on the whole interval [a, b]. Thus we define

δn(s) = dϕ(ξn(s))[ξ̇n(s)] and δ(s) = dϕ(ξn(s))[ξ̇(s)] (note that the dif-
ferential is evaluated on ξn(s) for both δn and δ). Let An ⊂ [a, b] be the
support of the L2 function ‖δn(s)‖ and A ⊂ [a, b] be the one of ‖δ(s)‖.
Then set

Bn =

{
s ∈ An ∩ A :

δn
‖δn‖

= − δ

‖δ‖ a.e.

}
,

Cn = (An ∪A) \Bn,

Dn = [a, b] \ (An ∪ A).

On Cn, the zero vector is not on the segment joining δn and δ, so we
can use the mean value theorem and from (42) we obtain

lim inf
n→∞

∫

Cn

∂2
vvG̃(ξn, σξ̇n + (1− σ)ξ̇)[ξ̇n − ξ̇, ξ̇ − ξ̇n]ds ≥ 0,

where σ : Cn → [0, 1]. The previous equation can be written as

lim sup
n→∞

∫

Cn

∂2
vvG̃(ξn, σξ̇n + (1− σ)ξ̇)[ξ̇ − ξ̇n, ξ̇ − ξ̇n]ds ≤ 0.
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Since G is a strictly fiberwise convex function, there exists a positive
constant K1, which depends also on the local chart, such that

lim sup
n→∞

∫

Cn

‖ξ̇ − ξ̇n‖2ds

≤ K1 lim sup
n→∞

∫

Cn

∂2
vvG̃(ξn, σξ̇n + (1− σ)ξ̇)[ξ̇ − ξ̇n, ξ̇ − ξ̇n]ds ≤ 0,

so

lim
n→∞

∫

Cn

‖ξ̇ − ξ̇n‖2ds = 0. (43)

On Bn we can define a function λn such that δ = −λnδn. Recalling the
definition of G̃, from (42) we obtain

lim inf
n→∞

∫

Bn

(
dvG(ϕ(ξn), dϕ(ξn)[ξ̇n])− dvG(ϕ(ξn), dϕ(ξn)[ξ̇])

)
[δ−δn]ds

= − lim inf
n→∞

∫

Bn

(1 + λn)dvG(ϕ(ξn), δn)[δn]ds

− lim inf
n→∞

∫

Bn

(
1 +

1

λn

)
dvG(ϕ(ξn), δ)[δ]ds ≥ 0.

Since G is fiberwise homogeneous of degree two, by Euler’s theorem the
previous equation can be written as

lim sup
n→∞

∫

Bn

(
2(1 + λn)G(ϕ(ξn), δn) + 2

(
1 +

1

λn

)
G(ϕ(ξn), δ)

)
ds ≤ 0.

Using (6), there exists a positive constant K2, which depends also on
the local charts, such that

lim sup
n→∞

∫

Bn

(
‖δn‖2 + ‖δ‖2

)
ds

≤ K2 lim sup
n→∞

(
2(1 + λn)G(ϕ(ξn), δn) + 2

(
1 +

1

λn

)
G(ϕ(ξn), δ)

)
ds ≤ 0,

so

lim
n→∞

∫

Bn

(
‖δn‖2 + ‖δ‖2

)
ds = 0.

Since ϕ is a diffeomorphism, there exists a positive constant K3 such
that

‖ξ̇ − ξ̇n‖2 ≤ K3‖dϕ(ξn)[ξ̇ − ξ̇n]‖2 = K3‖δ − δn‖2.
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As a consequence,

lim
n→∞

∫

Bn

‖ξ̇ − ξ̇n‖2ds ≤ K3 lim
n→∞

∫

Bn

‖δ − δn‖2ds

≤ K3 lim
n→∞

∫

Bn

(
‖δn‖2 + ‖δ‖2

)
ds = 0. (44)

Since both δ and δn are zero on Dn, we have

lim
n→∞

∫

Dn

‖ξ̇ − ξ̇n‖2ds ≤ K3 lim
n→∞

∫

Dn

‖δ − δn‖2ds = 0 (45)

Summing up (43), (44) and (45) we obtain that

lim
n→∞

∫ b

a

‖ξ̇ − ξ̇n‖2ds = 0,

and since this holds on every local chart, ξ̇n strongly converges to ξ̇ in
L2. As a consequence, xn converges strongly to x in H1,2. �

5. The pseudo-gradient vector field

In this section we prove the existence of a pseudo-gradient vector field
for J on M that is in V−(x,M). Moreover, the flow of such a vector
field defines homotopies for which the Ljusternik and Schnirelmann
relative category is invariant. In this way, we can prove the existence
and multiplicity of OFGCs using a minimax argument.
We shall need the following notation: for all x ∈ M and r > 0 we

define

Br(x) = {x ∈ M : dist∗(x, xi) ≤ r}
and

Ur(x) = Br(x) ∪ Br(Rx),

where dist∗ has been defined in (13).

Definition 5.1. For a given x ∈ M and a constant µ > 0, we say
that J has V−-steepness greater or equal than µ at x if there exists
ξ ∈ V−(x,M) such that

i. ‖ξ‖∗ = 1;
ii. dJ (x)[ξ] ≤ −µ.

In this case ξ is a direction of µ-steep V−-descent for J at x.

We set

W−(x,M) =
{
ξ ∈ V−(x,M) : 〈ξ(s),∇Φ(x(s))〉 < 0 if Φ(x(s)) = 0, s ∈]0, 1[

}
.
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Proposition 4. Set µ > 0. If J has V−-steepness greater or equal
than µ at x, then for any ǫ > 0 there exists a ρ > 0 and a C1 vector
field V defined in Bρ(x) such that:

(1) V (y) ∈ W−(y,M),
(2) ‖V (y)‖∗ = 1,
(3) dJ (y)[V (y)] ≤ −µ + ǫ,

for all y ∈ Bρ(x). Moreover, if F is reversible, then V can be defined
in Uρ(x) and it also satisfies

(4) RV (y) = V (Ry)

for all y ∈ Uρ(x).

The proof of this proposition can be found in [12, Proposition 4.3].

Proposition 5. Let C ⊂ M be closed set that does not contain any V−-
critical curve for J and such that J (C) ⊂ [δm, δM ], where δm and δM
are defined in (10) and (17) respectively. Then there exists a constant
µC > 0 and a locally Lipschitz continuous vector field W defined on C
such that

(1) W (x) ∈ W−(x,M),
(2) ‖W (x)‖∗ ≤ 1,
(3) dJ (x)[W (x)] ≤ −µC,

for all x ∈ C. Moreover, if F is reversible and C is R-invariant, then
W also satisfies

(4) RW (x) = W (Rx)

Proof. There exists a constant µC > 0 such that J has V−-steepness
equal or greater than 2µC at every x ∈ C. In fact, if such a constant
does not exist, then there exists a Palais-Smale sequence (xn)n ⊂ C at
level c ∈ [δm, δM ]. By Proposition 3, there exists a V−-critical curve for
J in C, which is an absurd.
Then, setting ǫ = µC , for all x ∈ C we can take ρx as in Proposition 4

and a vector field Vx defined in Bρx(x) satisfying (1)-(3) of Proposition
4, thus

dJ (y)[V (y)] ≤ −µC , for all y ∈ Bρx(x).

Consider the open covering {Bρx(x)}x∈C of C. Because C is a met-
ric space, it is paracompact and there exists a locally finite covering{
Bρxi

(xi)
}
i∈J

of C. For all y ∈ C and i ∈ J , we define

̺i(y) = dist∗(y, C \Bρxi
(xi))

and

βi(y) =
̺i(y)∑
i∈J ̺i(y)

.
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Then
∑

i∈J βi(y) = 1 for all y ∈ C and we define our desired vector
field as

W (y) =
∑

i∈J

βi(y)Vxi
(y).

If F is reversible and C is R-invariant, Proposition 4 ensures that for
all x ∈ C there exists ρx > 0 a vector field defined in Uρx(x) such that

dJ (y)[V (y)] ≤ −µC and RV (y) = V (Ry), for all y ∈ Uρx(x).

Then we can consider a locally finite covering
{
Uρxi

(xi)
}
i∈J

of C, and

defining
̺i(y) = dist∗(y, C \ Uρxi

(xi))

we obtain our desired vector field following the previous construction.
�

6. Deformation Lemmas

Definition 6.1. A number c > 0 is a V−-critical value for J on M if
there exists x ∈ M that is a V−-critical curve for J on M such that
J (x) = c. Otherwise, c is said V−-regular value for J on M.

For any c > 0, we set

J c = {x ∈ M : J (x) ≤ c}
Definition 6.2. Let N be a subset of M. Then a continuous function
h : [0, 1]×N → N is said admissible homotopy if

i) h(0, x) = x for all x ∈ N ;
ii) h(τ, x) ∈ C0 for all x ∈ N ∩ C0 and τ ∈ [0, 1];
iii) if x /∈ N ∩ C0, then h(τ, x) /∈ N ∩ C0 , for all τ ∈ [0, 1];
iv) if F is a reversible, N must be R-invariant and h(τ,Rx) =

Rh(τ, x) for every τ ∈ [0, 1].

Lemma 6.3. Let c > 0 be a V−-regular value for J on M. Then there
exists an ǫ > 0 and an admissible homotopy h : [0, 1] × J c+ǫ → J c+ǫ

such that
h(1,J c+ǫ) ⊂ J c−ǫ.

Proof. By the Proposition 3, there exists ǭ > 0 such that c− ǭ > 0 and
there are no V−-critical curves on C = J −1([c−ǭ, c+ǭ]). By Proposition
5, there exists a vector field W defined on C and a constant µC > 0
such that

dJ (x)[W (x)] ≤ −µC , ∀x ∈ C.

Let χ : R+ → [0, 1] be the piecewise affine function such that

χ(t) = 0, if t ≤ c− ǭ and χ(t) = 1, if t ≥ c− ǭ

2
.
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Then we define our desired homotopy h as the solution of the Cauchy
problem 




∂h

∂τ
(τ, x) = χ (J (h(τ, x)))W (h(τ, x))

h(0, x) = x

if J (x) ∈ [c− ǭ, c+ ǭ] and

h(τ, x) = x, ∀τ ∈ [0, 1] if J (x) ≤ c− ǭ.

We can ensure that h(1,J c+ǫ) ⊂ J c−ǫ setting ǫ = min{ ǭ
2
, µC

2
}. Indeed,

if ǫ ≤ ǭ
2
, then χ(t) = 1 for any t ∈ [c − ǫ, c + ǫ]. Consequently, if

h(τ, x) ∈ J −1([c− ǫ, c+ ǫ]) then

dJ (h(τ, x))

[
∂h

∂τ
(τ, x)

]
= dJ (h(τ, x))[W (h(τ, x))] ≤ µC ,

hence
J (h(τ, x)) ≤ J (h(0, x))− µCτ ≤ c+ ǫ− µτ.

From the last inequality we infer that if ǫ ≤ µC

2
, then J (h(1, x)) ≤ c−ǫ

for all x ∈ J −1([c− ǫ, c + ǫ]).
The homotopy h : h : [0, 1] × J c+ǫ → J c+ǫ defined above is an

admissible homotopy. In fact, h(0, x) = x for all x ∈ J c+ǫ and, if
x ∈ C0 then J (x) = 0 and h(τ, x) ∈ C0 for all τ ∈ [0, 1]. Furthermore,
h does not move the curves in J c−ǭ, thus if x /∈ J c+ǫ∩C0, then h(τ, x) /∈
J c+ǫ ∩ C0 for all τ ∈ [0, 1]. Finally, if F is a reversible Finsler metric,
then J c+ǫ is R-invariant and h(τ,Rx) = Rh(τ, x) for all x ∈ J c+ǫ and
τ ∈ [0, 1], since RW (x) = W (Rx) for all x ∈ J c+ǫ ⊂ M by Proposition
5. �

From now on, let us assume that the number of non-constant V−-
critical curves for J on M is finite. Otherwise, by Proposition 2, The-
orem 1.3 is trivially true.
Let us fix an r∗ > 0 such that

• Ur∗(xi) ∩ Ur∗(xj) = ∅ for every i 6= j;

• any Ur∗(xi) is contractible in itself;

• any Ur∗(xi) does not include constant curves.

Thus, we define

O∗ =
⋃

i=1,...,k

Ur∗(xi).

We remark that, if F is reversible, then O∗ is R-invariant by Lemma
2.5.
Using the same procedure exploited in the proof of Lemma 6.3, we

obtain the following result.
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Lemma 6.4. Assume that the number of non-constant V−-critical curves
for J on M is finite and let c > 0 be a V−-critical value for J
on M. Then there exists an ǫ > 0 and an admissible homotopy h :
[0, 1]× J c+ǫ → J c+ǫ such that h(1,J c+ǫ \ O∗) ⊂ J c−ǫ.

7. The minimax principle

In this section, we assume that F is a reversible Finsler metric. Oth-
erwise, all the results can be applied with slight modifications that we
will show later. Let D be the set of all closed R-invariant subsets of
M. By (15), we have that

cat
M̃,C̃0

M̃ ≥ cat
C̃,C̃0

C̃ ≥ N,

so the sets

Γi =
{
D ∈ D : cat

M̃,C̃0
D̃ ≥ i

}
, i = 1, . . . , N (46)

are all non-empty and the following quantity is well defined

ci = inf
D∈Γi

sup
x∈D

J (x), for any i = 1, . . . , N.

Lemma 7.1. The following statements hold:

(1) c1 ≥ δm, where δm is defined in (10).
(2) for every i = 1, . . . , N , ci is a V−-critical value for J on M

(3) for every i = 1, . . . , N − 1, ci < ci+1.

Proof. By (4), there exists a exists a C1–retraction

r : Φ−1([−δ0, δ0]) → ∂Ω (47)

defined in terms of the flow of ∇Φ. By Lemma 2.1, if x ∈ J δm then
Φ(x(s)) ∈ [0,−δ0]. Using the retraction (47), there exists a homotopy
h such that h(1, x)(s) ∈ ∂Ω. Now define the homotopy

k(τ, x)(s) = x
(
(1− τ)s+ τ

2

)
,

so that k(1, x)(s) = x(1/2) ∈ ∂Ω for every curve that lies in ∂Ω. Com-
bining the two homotopies h and k we define

H(τ, x) =

{
h(2τ, x) if τ ∈

[
0, 1

2

]

k(2τ − 1, h(1, x)) if τ ∈
[
1
2
, 1
] ,

which is an R-invariant homotopy such that

H(1,J δm) ∈ C0

and, consequently,

cat
M̃,C̃0

J̃ δm = 0.

As a consequence, if cat
M̃,C̃0

D̃ ≥ 1, then D 6⊂ J δm and there exists a
x ∈ D such that J (x) > δm. By definition of c1, we infer that c1 ≥ δm.
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Let us prove statement (2). Seeking for a contradiction, let ci be a
V−-regular value. By definition of ci, for all ǫ > 0 there exists a D ∈ Γi

such that

J (x) ≤ ci + ǫ, ∀x ∈ D.

so D ⊂ J ci+ǫ. By Lemma 6.3, there exists an admissible homotopy
h : [0, 1]×J ci+ǫ → J ci+ǫ such that h(1, D) ⊂ J ci−ǫ. Since the relative
category is invariant by admissible homotopies,

cat
M̃,C̃0

h̃(1, D) = cat
M̃,C̃0

D̃ ≥ i.

Then

ci ≤ sup
x∈D

J (h(1, x)) ≤ ci − ǫ,

which is an absurd.
We also prove statement (3) arguing by contradiction. Let i be such

that c = ci = ci+1. Since c is a V−-critical value, we can apply Lemma
6.4 and there exist an ǫ > 0 and an admissible homotopy h : [0, 1] ×
J c+ǫ → J c+ǫ such that

h(1,J c+ǫ \ O∗) ⊂ J c−ǫ,

where Õ∗ is a contractible set n M̃ \ C̃0. Moreover, there exists a
D ∈ Γi+1 such that D ⊂ J c+ǫ, so

i+ 1 ≤ cat
M̃,C̃0

J̃ c+ǫ ≤ cat
M̃,C̃0

(
J̃ c+ǫ \ Õ∗

)
+ cat

M̃,C̃0
Õ∗

≤ cat
M̃,C̃0

(
J̃ c+ǫ \ Õ∗

)
+ 1 ≤ cat

M̃,C̃0

(
J̃ c−ǫ

)
+ 1 < i+ 1,

that is a contradiction. �

8. Proof of the main theorem

Now, we are ready to collect the previous results and give the proof
of the main theorem.

Proof of Theorem 1.3. Let the number of V−-critical curves for J on
M be finite, otherwise the theorem derives directly from Proposition 2.
If F is a reversible Finsler metric, by Lemma 7.1 there are at least N
V−-critical values that are strictly greater than zero, so they correspond
to non-constant V−-critical curves. By Proposition 2, either exists an
OTFGC or they are OGCs. It remains to prove that two different V−-
critical values have geometrically distinct V−-critical curves, and it is
sufficient to prove that if x1 and x2 are non-constant V−-critical curves
such that x1([0, 1]) = x2([0, 1]), then J (x1) = J (x2). Since x1 and x2
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are non-constant V− critical curves, ẋ1 and ẋ2 are always different from
zero and there exists a function θ : [0, 1] → [0, 1] of class C2 such that

x2(s) = x1(θ(s)),

and θ̇(s) 6= 0 for any s ∈ [0, 1]. Moreover, either θ(0) = 0 and θ(1) = 1
or θ(0) = 1 and θ(1) = 0. Recalling that both x1 and x2 satisfy
the geodesics equations (1) and that the components Γi

jk of the Chern
connection are fiberwise homogeneous of degree zero when the Finsler
metric is reversible, we obtain that

0 = ẍi
2 + Γi

jk(x2, ẋ2)ẋ
j
2ẋ

k
2

= θ̈ ẋi
1(θ) + θ̇2 ẍi

1(θ) + θ̇2 Γi
jk

(
x1(θ), θ̇ ẋ1(θ)

)
ẋj
1(θ)ẋ

k
1(θ)

= θ̈ ẋi
1(θ) + θ̇2

(
ẍi
1(θ) + Γi

jk (x1(θ), ẋ1(θ)) ẋ
j
1(θ)ẋ

k
1(θ)

)
= θ̈ ẋi

1(θ).

for every i = 1, . . . , N . As a consequence, θ̈(s) = 0 for all s ∈ [0, 1],
thus either θ(s) = s or θ(s) = 1− s. In both cases, we obtain that

J (x1) =
1

2

∫ 1

0

G(x1, ẋ1) ds =
1

2

∫ 1

0

G(x2, ẋ2) ds = J (x2).

If F is not reversible, we exploit the relative category

catM,C0M ≥ catC,C0C ≥ 2,

and we replace the definition of Γi in (46) with

Γi = {D ∈ D : catM,C0D ≥ i} , i = 1, 2.

Consequently, defining the numbers ci as in 7, Lemma 7.1 holds and
there are two non constant V−-critical curves for J on M with different
values of the energy functional. By Proposition 2, either there exists
an OTFGC or there are two OFGC with different values of the energy
functional. �

Remark 4. If F is not reversible, the geometrical distinction of two
OFGCs with different values of the energy functional cannot be ensured
in general. For example, set Ω = {q ∈ R2 : ‖q‖ < 1/2} and consider the
Randers metric F (q, v) = ‖v‖+ βv1, with β ∈ (0, 1). Then

x1(s) =

(
s− 1

2
, 0

)
and x2(s) =

(
1

2
− s, 0

)
, s ∈ [0, 1],

are both OFGCs and an easy computation shows that

J (x1) = (1 + β)2 6= (1− β)2 = J (x2).

However, x1 and x2 are not geometrically distinct.
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[10] R. Giambò, F. Giannoni and P. Piccione, Multiple brake orbits and homoclinics
in riemannian manifolds, Archive for Rational Mechanics and Analysis, 200
(2011), 691–724.
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