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CONTROL PROBLEMS WITH DIFFERENTIAL

CONSTRAINTS OF HIGHER ORDER

FRANCO CARDIN CRISTINA GIANNOTTI ANDREA SPIRO

Abstract. We consider cost minimising control problems, in which the dynamical

system is constrained by higher order differential equations of Euler-Lagrange type.

Following ideas from a previous paper, we prove that a curve of controls uo(t) and

a set of initial conditions σo gives an optimal solution for a control problem of the

considered type if and only if an appropriate double integral is greater than or equal to

zero along any homotopy (u(t, s), σ(s)) of control curves and initial data starting from

uo(t) = u(t, 0) and σo = σ(0). This property is called Principle of Minimal Labour.

From this principle we derive a generalisation of the classical Pontryagin Maximum

Principle that holds under higher order differential constraints of Euler-Lagrange type

and without the hypothesis of fixed initial data.

1. Introduction

In [3] the first and the third author presented a new proof of the classical Pontryagin

Maximum Principle (PMP) for controlled systems, which was crucially based on the

observation that the first order differential constraints of the system can be considered

as the Euler-Lagrange equations determined by an appropriate controlled first order

Lagrangian. Following the same ideas of that proof, we give here a generalisation of the

PMP to the control problems, in which the differential constraints are given by Euler-

Lagrange equations of higher order.

More precisely, we consider cost minimising problems for dynamical system which are

controlled through the Euler-Lagrange equations determined by higher order Lagrangians

with controlling parameters, i.e. by Lagrangians depending on appropriate controls ua(t)

Lu(·)

(
t, qi,

dqi

dt
, . . . ,

dkqi

dtk

)
:= L

(
t, qi,

dqi

dt
, . . . ,

dkqi

dtk
, ua(t)

)
.

We do not impose any particular assumption on the initial conditions of the solutions

of the differential constraints, nor on the control curves u(t) = (ua(t)), besides merely

technical requirements of smoothness and constant rank conditions on the constraints.

In fact, in this paper we restrict our discussion just to control problems satisfying strong

regularity assumptions: this choice is only for the purpose of making as much as possible
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transparent the main ideas of our approach. An illustration on how the main results of

this paper can be generalised under much weaker regularity assumptions is given in [4].

Considering the proof of the PMP presented in [3] as a model, we are able to prove

that a curve of controls uo(t) and a set of initial conditions σo for the evolution of the

controlled dynamical system corresponds to an optimal solution if and only if a particular

double integral is greater than or equal to zero for any homotopy (u(t, s), σ(s)) of control

curves and initial conditions, having uo(t) = u(t, 0) and σo = σ(0) as starting point.

We called this property Principle of Minimal Labour. Using this and an appropriate

formalisation of Pontryagin’s notion of needle variation of control curves, we derive a

generalisation of the classical PMP for the control problems that are subjected to higher

order Euler-Lagrange constraints of normal type. This is a very large class of constraints

which naturally includes the classical Mayer problems to which the usual version of the

PMP applies. Actually our main result provides additional information also for the

classical first order differential constraints since it allows variations of the initial data

and establishes an innovative shortcut between the proofs of the classical PMP and the

Noether Theorem about conservation laws (see for instance the approach to Noether

Theorem based on Stokes Theorem given in [6], and compare it with the use of Stokes

Theorem in the proof of the PMP given here and in [3], as illustrated in Sect. 2 below).

A discussion in greater detail of our main results and some simple illustrations of how

they can be exploited are given in Sect. 2 and Sect. 8.

Before concluding this introduction, we would like to recall that, considering an ap-

propriate set of auxiliary variables, any control problem with higher order differential

constraints – even those of variational type for which we establish our generalised PMP

– can be reduced to an equivalent one with only first order constraints (but, in general,

no longer of variational type). By introducing other auxiliary variables, the Pontryagin

variables pj , the original higher order problem is finally transformed into an equivalent

one, which is now variational and to which the classical PMP applies. This kind of

reduction procedure demands the introduction of a (in general very large) collection of

auxiliary variables. In contrast with this, our generalised PMP directly applies to any

set of higher order constraints, with almost no need of auxiliary variables. This is a

valuable feature, which we briefly illustrate with an elementary example in Sect. 8. More

substantial examples and applications will be discussed in detail in a future work.

This paper is structured as follows. In Sect. 2, we review the main results of [3] and

give an informal presentation of the main ideas on which our results are based. A detailed

description of the Principle of Minimal Labour and of our generalisation of the PMP are

also given. In Sect. 3 and Sect. 4 the needed preliminaries and a rigorous definition of

the class of control problem we are considering are given. In Sect. 5, the considered

control problems are transformed into an equivalent form, which is more appropriate for

the subsequent manipulations. The proofs of the Principle of Minimal Labour and of our

generalisation of the PMP are given in Sect. 6 and Sect. 7, respectively. In Sect. 8, we

illustrate some of the main features of our approach by discussing a couple of elementary

problems.
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2. An overview of our approach and main results

Since the results of the present paper can be considered as natural developments of the

ideas of [3], we decided to precede our discussion with a short overview of the contents

of that paper. We then briefly indicate how the scheme of such a previous paper is here

implemented to obtain our new results.

2.1. Pontryagin Maximum Principle and Stokes Theorem in a nutshell.

2.1.1. The basic scheme of a classical Mayer problem. Consider a dynamical sys-

tem, whose evolutions on a fixed time interval [0, T ] are represented by curves

x(t) = (x1(t), . . . , xN (t)) in RN satisfying the differential problem

dxi

dt
(t) = f i(t, xi(t), ua(t)) , xi(0) = xio ∈ RN . (2.1)

Here u(t) is a (measurable) function with values in a fixed subset K of RM

u(t) = (u1(t), . . . , uM (t)) ∈ K ⊂ RM

and represents the evolution in time of control parameters. The f i(t, xi, ua) are con-

tinuous functions on [0, T ] × RN × K and differentiable in the x. The initial value xo
is fixed and is the same for all of the evolutions of the system. Given a terminal cost

function C : RN → R, the corresponding Mayer problem consists of looking for a curve

ū(t) of control parameters, for which the following holds: the terminal cost C(x(T )) of

the solution x(t) to (2.1) with u(t) = u(t) is less than or equal to the terminal cost of the

solution determined by any other choice of the curve u(t).

Of course, this is only one of the many variants of the classical Mayer problem. But

in what follows we limit ourselves to such a basic version. Moreover, we constantly

assume that all the data satisfy much higher regularity assumptions than those mentioned

above. Take this restriction as a sort of blanket assumption, which is adopted to easily

allow manipulations and prevent the risk of diverting the attention of the reader towards

inessential technical issues.

2.1.2. The auxiliary variables pi. The classical approach to a Mayer problem is usually

based on the introduction of a set of auxiliary variables p1, . . . , pN and on the repre-

sentation of the dynamical system through curves (x(t), p(t)) = (xi(t), pj(t)) in R2N (of

which, however, only the xi(t) are the interesting ones), constrained by the (2.1) and the

auxiliary equations

dpj

dt
:= −

N∑

i=1

pi(t)
∂f i

∂xj

∣∣∣∣
(t,xi(t),ua(t))

. (2.2)

The introduction of the auxiliary variables pj and of the new constraints (2.2) has the

following effect: for each curve of control parameters u(t) = (ua(t)), the constraints on

the corresponding curve (x(t), p(t)) are the Euler-Lagrange equations of the variational

principle determined by the (controlled) Lagrangian

Lu(·)(t, p, x, ẋ) =

N∑

j=1

pj(ẋ
j − f j(t, x, u(t))) . (2.3)
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This Lagrangian has also the special feature of being identically vanishing along the solu-

tions of the corresponding Euler-Lagrange equations (in fact the xi(t) satisfy the (2.1)).

All this has the consequence that the original cost minimising problem is equivalent to

the following one. By subtracting a constant, with no loss of generality we may assume

that C(xo) = 0. Hence by the vanishing of L(u(t)) along the constrained curves, the value

on such curves of the functional

I(u(·)) :=

∫ T

0

(
Lu(·)(t, p, x, ẋ) +

N∑

i=1

∂C

∂xi

∣∣∣∣
(t,x(t))

ẋi(t)

)
dt (2.4)

appears to be equal to

I(u(·)) =

∫ T

0

dC(x(t))

dt

∣∣∣∣
(t,x(t))

dt = C(x(T ))− C(x(0))
C(xo)=0

= C(x(T )) . (2.5)

Thus the original problem turns out to be the same of looking for a curve of controls

u(t) = (ua(t)) such that, along the solution of the Euler-Lagrange equations of Lu(·), the

functional I(u(·)) takes the minimum possible value.

We also observe that, along the solutions (x(t), p(t)), the value of the above action

is independent of any boundary (initial or final) conditions for the pj(t). This means

that any value at t = 0 (or at t = T ) can be imposed on the pj(t), having absolutely

no consequences on the minimising problem. As we will see in the next two subsections,

among all of the possible choices for such boundary conditions, some are much more

convenient than the others.

2.1.3. A smart choice for the boundary values of the pi. Consider a homotopy of con-

trol curves u(s)(·) : [0, T ] → K, s ∈ [0, 1], and denote by (x(s)i(t), p
(s)
j (t)) the corre-

sponding homotopy of curves satisfying the constraints (2.1) and (2.2). Exploiting our

blanket assumptions on the regularity of the data, we may say that the first order jets

(x(s)i(t), ẋ(s)i(t), p
(s)
j (t), ṗ

(s)
j (t)), determined by the pairs (t, s) ∈ [0, T ] × [0, 1], span a

smooth surface S in the first order jet space of curves in R2N , whose boundary is formed

by four smooth curves. We denote them by γ(s=0)(t), γ(s=1)(t), η(0)(s) and η(T )(s).

γ(s=1)(t)

γ(s=0)(t)

η(0)(s)

η(T )(s)S

Fig. 1

The first two curves correspond to the sides [0, T ]× {0}, [0, T ]× {1} of ∂([0, T ]× [0, 1]):

γ(s=0)(t) = (x(0)i(t), ẋ(0)i(t), p
(0)
j (t), ṗ

(0)
j (t)) ,

γ(s=1)(t) = (x(1)i(t), ẋ(1)i(t), p
(1)
j (t), ṗ

(1)
j (t)) .

The others are the curves that correspond to the remaining two sides {0} × [0, 1], {T} ×

[0, 1] of the boundary of [0, T ]× [0, 1]. We call them the vertical sides of S. In [3] it was
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observed that if one imposes that the pj(t) satisfy the terminal values conditions

pj(T ) = −
∂C

∂xj

∣∣∣∣
(x(T ))

, (2.6)

then the integrals of the 1-form β =
(
Lu(·)(t, p, x, ẋ) +

∑N
i=1

∂C
∂xi |(t,x(t))ẋ

i(t)
)
dt along the

two vertical sides η(0)(s), η(T )(s) of S (or, more precisely, of an appropriate modification

of β, modelled on the classical Poincaré-Cartan 1-form) are equal to 0.

This is an important property, because in combination with (2.5) it implies that the

integral of (the Poincaré-Cartan type modification of) β along the anti-clockwise oriented

boundary ∂S is equal to −C(x(1)(T )) +C(x(0)(T )). On the other hand, by Stokes Theo-

rem, such an integral is equal to the integral of the exterior differential of the Poincaré-

Cartan type modification of β on S. By exploiting certain properties of the actions and

of the 1-forms of Poincaré-Cartan type (it is not essential to recall them here - in Sect.

5.2 we discuss them in greater detail), such an integral reduces to a very simple form,

namely to

C(x(1)(T ))− C(x(0)(T )) =−

∫∫

t∈[0,T ],s∈[0,1]

∂H

∂ua
∂ua

∂s

∣∣∣∣
(t,x(s)i(t),p

(s)
j (t),u(s)a(t))

dt ds ,

where H(t, xi, pj , u
a) := −

N∑

j=1

pjf
j(t, xi, ua) .

(2.7)

The main reason of interest for this identity comes from the fact that it expresses the

difference between the two terminal costs as a double integral of an appropriate function

of the parameters (t, s) of the homotopy. From our point of view, this is a cornerstone in

the proof of the PMP.

2.1.4. The Principle of Minimal Labour and the Pontryagin Maximum Principle. An

immediate consequence of (2.7) is the following:

Principle of Minimal Labour. If the curve ū(t) ∈ K gives a solution to the considered

Mayer problem, then for any other curve u(t) which is connected to u(t) through an

homotopy of curves u(s)(t) in K, the double integral on the left hand side of (2.7) is less

than or equal to 0.

By considering appropriate highly localised deformations of the curve ū(t) (the so-called

Pontryagin’s needle variations – see [3] or Sect. 7.2 below for details) and associated

interpolating homotopies, the classical PMP can be derived as if a ‘pointwise version’

of the above principle. Indeed, adopting a very informal language, we may state the

Pontryagin Maximum Principle as follows (the literature on such a classical principle

is vast – for extensive and fundamental presentations we refer to [8, 11, 7, 1, 2, 5] and

references therein):

If ū(t) ∈ K gives a solution (xi(t)) to the considered Mayer problem, then for any to ∈

[0, T ] the value of H at the point (to, x
i(to), pj(to), ū

a(to)) is maximal among all the values

that it assumes at the points (to, x
(ω)i(to), p

(ω)
j (to), ω

a) determined by

(i) replacing (ūa(to)) by some other value (ωa) ∈ K,
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(ii) substituting the values xi(to) and pj(to) by the values x(ω)i(to) and p
(ω)
j (to), which

are assumed by the solution (x(ω)i(t), p
(ω)
j (t)) at to of the constraints determined

by a control curve u(ω)(t) taking the value u(ω)(to) = ω in an infinitesimal neigh-

bourhood of t = to and coinciding with the original ū(t) at all other points.

2.2. Our road map towards the main results.

Let us now focus on the following two facts, pointed out in the above summary of [3].

(1) The problems, to which the classical PMP applies, are costs minimising problems on

curves x(t) = (xi(t)) that are controlled by means of first order differential equations

with parameters.

(2) By introducing auxiliary variables pj and an appropriate family of controlled La-

grangians Lu(·)(t, p, x, ẋ), the differential constraints of the original control problem

are replaced by the Euler-Lagrange equations of such Lagrangians.

(3) The Lagrangians Lu(·)(t, p, x, ẋ) have the following peculiar property: they vanish

identically along the solutions of their corresponding Euler-Lagrange equations. This

is a crucial fact that leads to the identity (2.5).

(4) If appropriate boundary conditions are imposed on the pj(t), then for any given

homotopy u(s)(t) of control curves, the integrals of the actions of Poincaré-Cartan

type along the “vertical sides” η(0)(s), η(T )(s) of the surface in Fig. 1 are identically

vanishing. This property together with (3) leads to the identity (2.7), which expresses

the difference between two terminal costs as a double integral of an appropriate

function of the parameters of the homotopy.

(5) The identity (2.7) immediately gives the Principle of Minimal Labour, from which the

PMP is derived using highly localised (needle) variations. In a sense, the Principle

of Minimal Labour can be taken as an underlying substratum for the PMP.

In this paper we consider a special class of cost minimising problems, in which the curves

are constrained by differential equations of higher order and of variational type, that is

by Euler-Lagrange equations of controlled Lagrangians of higher order (Sect. 4). For

such problems we are able to follow the same circle of ideas described above and, at the

end, we reach a generalised version of the PMP that works for this wider class of cost

minimising problems.

We remark that, since our differential constraints are assumed to be of Euler-Lagrange

type, there is no need to introduce auxiliary variables and new constraints in order

to obtain the property described in the point (2) above: It is granted from the very

beginning. However, since we are no longer requiring that the controlled Lagrangian is

of a very special form, the crucial phenomena described in the points (3) and (4) are in

general not occurring. We nonetheless manage to overcome this difficulty through the

following two steps.

(a) We consider a special set of functions, denoted by hi
β(t), h

′i
β(t) and h′′i

β(t), which

are completely determined by the initial and the terminal points of each controlled

curve. Such new functions are used in a convenient way to modify the controlled

Lagrangian and obtain an analogue of the phenomenon described in (4) (Sect. 5.1).
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(b) We introduce two auxiliary variables, called λ and µ, and we further adjust the

Lagrangian in order to obtain a new controlled Lagrangian. The purpose of this is

to get an additional property, which is analogous to the one described in (3). As a

consequence, we get an identity of the form (2.5) (Sect. 5.2). We stress the fact that

the introduction of the new variables λ and µ is a merely technical expedient and

that such variables do not occur in the statements of the final results.

The modifications described in (a) and (b) have been found by heuristic arguments. We

do not know whether these are the only possible ones and/or there are deep reasons for

why they work (1). Nonetheless for the purposes of the present paper we only need to

know that they work. In fact, we would like to stress that their main use is basically

to re-write the sum of a particular surface integral and of two boundary line integrals

into a single surface integral. This yields an elegant expression for the Principle of

Minimal Labour, which nonetheless is by no means the only possible one. Other different

equivalent statements are admissible, which can be proven with no need of the above

mentioned modifications, but have the disadvantage of being much more involved.

Performing the steps (a) and (b) and following essentially the same ideas used in [3]

we finally get the desired analogues of the Principle of Minimal Labour and of the PMP

(Sect. 7.2). An informal description of such results is given in the next subsection.

We conclude inviting the reader to consider the outline of this section as a road map

for the following constructions and to constantly keep it in mind while going through the

rest of the paper.

2.3. Main results.

The outcomes of the above described approach are basically two. The first is a principle

(Theorem 6.6) that can be considered as a generalisation of the first version of the

Principle of Minimal Labour proved in [3]. It can be described as follows.

Principle of Minimal Labour. Consider a terminal cost minimising problem for

evolutions q(t) = (qi(t)), t ∈ [0, T ], which are constrained by a set of smooth equations

on the initial values and by a system of ordinary differential equations of Euler-Lagrange

form

∂Lu(·)

∂qi

∣∣∣∣
q(t)

+

r∑

β=1

(−1)β
(

d

dt

)β
(
∂Lu(·)

∂ dβqi

dtβ

)∣∣∣∣
q(t)

= 0 .

Here, Lu(·) = Lu(·)(t, qi, dq
i

dt
, . . . , d

rqi

dtr
) is a family of Lagrangians of order r ≥ 1, which

smoothly depends on the values of a curve u(t) = (ua(t)) of control parameters.

A curve ū(t) and admissible initial conditions determine a solution for the considered

cost minimising problem only if for any other curve u(t) and any other set of admis-

sible initial conditions, which can be joint to the previous by a smooth one-parameter

1We guess that a more elegant approach should exist. For instance, the idea we used for the modifi-

cations described in (b) calls to mind a well known trick, which is usually exploited to translate a Bolza

problem into a Mayer problem (see e.g. [2], p. 116).
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deformation, the following inequality holds

∫ T

0



∫ 1

0


∂P(t,s)

∂ua
∂u(s)a

∂s

∣∣∣∣∣
u(s)(t)

−
∂2µ′

∂t ∂s

∣∣∣∣
(t,s)


 ds


 dt ≤ 0 . (2.8)

Here:

• s ∈ [0, 1] is the parameter of the smooth deformation of initial data and control curves

and ∂u(s)a

∂s
are the derivatives with respect to s of the components of the curves u(s)(t) =

(u(s)a(t)) of such deformation;

• P(t,s) is the two-parameters family of functions of the values u = (ua) defined by

P(t,s)(u) = −Lu(·)≡u

(
t, q(s)i(t),

dq(s)i

dt

∣∣∣∣
t

, . . . ,
drq(s)i

dtr

∣∣∣∣
t

)
,

where (q(s)i(t)) denotes the evolution of the system, which is determined by the control

curve u(s)(t) and the initial data associated with the deformation parameter s;

• µ′ = µ′(t, s) is the function which is defined in (6.19); it is indeed the time integral

between 0 and t of a certain function, which is explicitly given in that formula and it

is determined by the following three sets of objects:

(A) the curves u(s)(t) of the homotopy of the control curves;

(B) the values and the derivatives up to the order 2r of the curves (q(s)i(t));

(C) the infinitesimal variations of the terminal costs of these curves w.r.t. s.

For a classical Mayer problem, where the dynamical system is described by curves

q(t) = (xi(t), pj(t)) with pj(T ) = −
∂C

∂xj

∣∣
(x(T ))

, (2.9)

the above principle radically simplifies. More precisely one has that:

(1) For any homotopy q(s)(t) of controlled curves of the above type, the double integral∫ T

0

∫ 1
0

∂2µ′

∂t ∂s

∣∣
(t,s)

ds dt in (2.8) vanishes. In fact, the end-point constraints on the pj

force the components pj(t, s) := p
(s)
j (t) of each homotopy q(s)(t) = (x(s)i(t), p

(s)
j (t)) to

play the role of surrogates for the µ′(t, s). Indeed each pj(t, s) is uniquely determined

by the curves u(s)(t) and x(s)(t) = (x(s)i(t)), and by the infinitesimal variations of the

terminal costs at t = T . This occurs in perfect analogy with the properties (A), (B),

(C) of the function µ′(t, s).

(2) The partial derivatives
∂P(t,s)

∂ua coincide with the partial derivatives ∂H
∂ua .

(3) The principle we just mentioned reduces to the Principle of Minimal Labour presented

in [3] (see Sect. 7.4 below for details).

In contrast with all this, for other kinds of cost minimising problems, no analogues of

the auxiliary variables pj are involved and the term
∫ T

0

∫ 1
0

∂2 µ′

∂t ∂s

∣∣
(t,s)

dsdt in (2.8) cannot

be expected to be zero.

The second main result of our paper is obtained by applying the above Generalised

Principle of Minimal Labour to the case of highly localised (“needle”) variations. Indeed,

what we obtain can be considered as an analogue of the classical PMP for the above

mentioned large class of the higher order Euler-Lagrange constraints of normal type (see

Sect. 7.1 for the precise definition). It consists of a necessary condition for a control
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curve uo(t) in order to determine an optimal solution γo and can be roughly described

as follows. Let P be the function on K defined by

P : K −→ R , P(ua) := −L

(
t, γo(t), . . . ,

drγ

dt
, ua
)

.

Then, u(t) gives an optimal solution γo only if, for any τ ∈ [0, T ] and any ω ∈ K, for

which the curve uo(t) admits a smooth deformation u(s)(t) of needle type around t = τ

with us=1(τ) = ω, the following inequality holds

P(ω)− lim inf
ε→0+

µ′(τ,ω,ε,Σ)(T, 1)− µ′(τ,ω,ε,Σ)(T, 0)

ε
≤ P(uo(τ)) . (2.10)

Here, lim infε→0+
µ′(τ,ω,ε,Σ)(T,1)− µ′(τ,ω,ε,Σ)(T,0)

ε
is a corrective term, which can be deter-

mined by means of the data of the needle variation, namely: (i) the point t = τ where

it is applied, (ii) the width ε, (iii) the top value ω and (iv) the 1-parameter family Σ of

initial or terminal values for some variables, as e.g. the conditions (2.6) in the classical

Pontryagin setting (see Sect. 7 for details). For the classical Mayer problems with first

order constraints, the above corrective term is zero and the resulting condition (2.10)

on the function P reduces to the usual PMP on the Pontryagin function H. For what

concerns more general cases with higher order constraints, we offer a characterisation

of the needle variations, which allow to neglect such corrective term. This yields to an

alternative version of the usual PMP, which we briefly illustrate and compare with the

classical PMP through the discussion of an elementary example in Sect. 8.

3. Preliminaries

3.1. Notational issues.

Throughout this paper, we consider a dynamical system, whose states are represented

by the points of an appropriate N -dimensional manifold Q, which might be for instance

a configuration space or a phase space for the system. A generic set of local coordi-

nates on Q will be usually denoted by (qi)i=1,...,N , so that the evolutions in time of

our system correspond to parameterised curves with coordinate expressions of the form

q(t) = (q1(t), . . . , qN (t)) for t in a fixed interval I ⊂ R.

Any such curve is uniquely associated with the corresponding parameterised graph

γ : I ⊂ R −→ R× Q , γ(t) = (t, q(t)) , (3.1)

i.e. the associated local section of the trivial bundle R×Q over R. Due to this, from now

on we identify any evolution of our system with the associated map t 7→ γ(t) = (t, q(t)).

For any such a map γ : I → R × Q of class Cn, n ≥ 1, we denote by jnto(γ) its n-th

order jet at the time to. For a classical reference on jets, see for instance [9] (2). The

collection of all these n-th order jets has a natural structure of smooth manifold and it

is called the jet bundle of order n of the (trivial) bundle R× Q over R. We denote it by

Jn(Q|R).

2For convenience of the reader, it might be convenient to briefly mention what we are going to adopt

as definition of an n-th order jet of a curve γ in R × Q at a point to. It is the equivalence class of all

the curves of the form η :] − to − δ, to + δ[−→ R × Q, whose components in some (thus, in any) set of

coordinates have values and derivatives up to order n at to equal to those of γ at such a point.
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For a fixed chart (qi) : U → RN on some open set U ⊂ Q, we may consider the map

which sends each jet jnt (γ) into the Ñ -tuple, Ñ := N(n+ 1) + 1,

jnt (γ) 7−→

(
t, qi(0)(t) := qi(t), qi(1)(t) :=

dqi

dt

∣∣∣∣
t

, qi(2)(t) :=
d2qi

dt2

∣∣∣∣
t

, . . . , qi(n)(t) :=
dnqi

dtn

∣∣∣∣
t

)
.

This map is well known to be a (locally defined) system of coordinates for Jn(Q|R). In

a short notation, we denote such coordinates by

(t, qi(β)) = (t, qi(0), q
i
(1), . . . , q

i
(n))

and we call them canonical jet coordinates determined by the coordinates (qi) of Q.

For any γ(t) = (t, qi(t)), the n-th order lift of γ is the corresponding curve of jets

γ(n) : I −→ Jn(Q|R) , γ(n)(t) := jnt (γ) = (t, qi(β)(t)) =

(
t, qi(t),

dqi

dt

∣∣∣∣
t

, . . . ,
dnqi

dtn

∣∣∣∣
t

)
.

We denote by K ⊂ RM a fixed set of real M -tuples u = (ua). In what follows,

a (continuous or k-differentiable) curve t 7→ u(t) with values in K plays the role of a

control for our system. We stress the fact that, in the literature, the terms “control”,

“control parameter” or “control value” is usually adopted to refer just to a single value

of the curve u(t), not to the curve u(·) as a whole, in contrast with what we do in this

paper. We hope that this will not be a source of confusion.

We always assume that K is the closure of a bounded open subset of RM and that

the boundary ∂K is smooth. This assumption is mainly made for the sake of simplicity,

since most of our arguments can be generalised to a large class of more general situations

and under weaker regularity assumptions.

3.2. Controlled Lagrangians and controlled Euler-Lagrange operators.

Let us consider a (smooth) Lagrangian with controls, that is a C∞ function

L = L(t, qi(β), u
a) : Jn(Q|R)×K → R

depending on

• the coordinates (t, qi(0), q
i
(1), . . . , q

i
(n)) of the n-th jets in Jn(Q|R),

• the parameters u = (ua) arbitrarily varying in K ⊂ RM .

If there is an integer r such that L is independent on all of the jets coordinates qi(β) with

β ≥ r + 1, we say that r is the actual order of L. For example, the function

L(t, qi(β), u
a) = (

M∑

a=1

ua)
1

2

N∑

i=1

(qi(1))
2 −

1

2

N∑

i=1

(qi)2

can be surely considered as a Lagrangian with controls on any controlled jet space

Jn(Q|R) × K of order n ≥ 1. If we decide that our working ambient is Jn(Q|R) for

some n which is strictly larger than 1, the property that L is independent of the jet

coordinates qi(2), q
i
(3), . . . , is synthetically expressed by saying that r = 1 is the actual

order of L.

In our discussions, we will always assume that the order n of the controlled jet space

Jn(Q|R)×K is sufficiently larger than the actual order r of the considered Lagrangian L.
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This is needed for letting all of the operators considered in this paper (as, for instance,

the Euler-Lagrange operator described below) to be meaningful. As we will shortly see,

we just need that the order of the jet space Jn(Q|R) satisfies the following inequality

2r + 1 ≤ n , (3.2)

which, from now on, we constantly and tacitly assume to be satisfied (3).

The controlled Euler-Lagrange operator is the N -tuple E = (Ei)
N
i=1 of differential

operators, acting on any controlled Lagrangian L of actual order r, defined by

Ei(L) :=
∂L

∂qi
+

r∑

β=1

(−1)β
(

d

dt

)β
(

∂L

∂qi(β)

)
, i = 1, . . . , N . (3.3)

Here, the symbol d
dt

denotes the total derivative operator, that is the operator that trans-

forms any function f : Jn(Q|R)×K → R of actual order r′ ≤ n− 1 into the function

df

dt
: Jn(Q|R)×K −→ R ,

df

dt

∣∣∣∣
(t,qi

(β)
)

:=
∂f

∂t

∣∣∣∣
(t,qi

(β)
)

+
∑

1≤j≤N
0≤δ≤r′

∂f

∂q
j
(δ)

q
j
(δ+1)

∣∣∣∣
(t,qi

(β)
)

. (3.4)

Such an operator is called “total derivative” simply because, for any curve (γ(t), u(t)) ∈

(R× Q×K)[0,T ] with constant u(t) ≡ uo, the evaluation of df
dt

at the points of the curve

of jets (γ(n)(t), u(t) = uo) is equal to

df

dt

∣∣∣∣
(γ(n)(t),uo)

=
d

dt

(
f(γ(n)(t), uo)

) ∣∣∣∣
t

for each t ∈ [0, T ] , (3.5)

i.e. it coincides with the derivative with respect to t of the map t 7→ f(γ(n)(t), uo).

Notice that:

• The total derivative raises the actual order of a function of at most one unit and the

iterated total derivatives
(
d
dt

)β
, 1 ≤ β ≤ r, raise the actual orders of at most r units.

This is one of the reasons why we assume (3.2). Other reasons for this come from the

fact that certain arguments of the proof of Lemma 5.2 below work nicely only if 2r is

actually strictly less than n.

• What we call “controlled Euler-Lagrange operator” is almost the same of the Euler-

Lagrange operator of the classical theory of variations. The only difference with respect

to the usual one is that the operators Ea=
∂

∂ua +
∑r

β=1(−1)β
(
d
dt

)β ( ∂
∂ua

(β)

)
, 1 ≤ q ≤ M ,

corresponding to the infinitesimal variations of the coordinates ua, are here missing.

4. Defining triples and generalised Mayer problems

We are now able to delineate in detail the particular class of control problems, which

is the main object of study of this paper. As we already mentioned, the dynamical

systems we are dealing with evolve according to curves, whose parameterised graphs are

3This assumption could have been safely omitted if we considered the infinite jet spaces J∞(Q|R)

in place of finite order jet spaces Jn(Q|R). However this would have forced us to work with infinite-

dimensional manifolds, a category that, for simplicity of the exposition, we prefer to leave undisturbed.
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the curves (3.1) in R×Q. The independent variable t (the “time”) of these evolutions is

from now on always assumed to be varying in a fixed interval [0, T ].

The control problems on which we focus are those given by the following ingredients.

• A set of control parameters K, i.e. a set of pairs U = (u(t), σ), in which:

a) the first element u(t) is a smooth curve u : [0, T ] → K in the above fixed ambient

space K ⊂ RM ;

b) the second element is a jet σ = j2r−1
t=0 (γ) where r is the actual order of the controlled

Lagrangian considered below; the jet σ is possibly subjected to some constraints

(as, for instance, that the 0-th component j0t=0(γ) = γ(0) is equal to a fixed point

qo ∈ Q) and is later used as the initial datum for a curve γ(t) = (t, q(t)), described

in the next point.

• A Lagrangian with controls L = L(t, qi(β), u
a) of actual order r satisfying (3.2), which

gives the system of controlled Euler-Lagrange equations of order 2r

Ei(L)|(jn(γ(t)),u(t)) = 0 (4.1)

for each smooth curve u : [0, T ] → K. We also assume that L satisfies all needed

regularity and maximal rank conditions that guarantee the following: for each pair

U = (u(t), σ) in the set K, there exists a unique solution γ(U)(t) to the initial value

problem formed by the equations (4.1) and the initial condition

j2r−1
t=0 (γ(t)) = σ . (4.2)

The curves γ(U) determined in this way are called K-controlled.

• A terminal cost function, that is a real function of the jets at the time t = T of some

fixed order r̃ ≤ n− 1 (4). We assume that such a terminal cost function is actually the

restriction C|Jn(Q|R)|t=T
of a smooth real function of actual order r̃ on the whole jet

space that vanishes identically on Jn(Q|R)|t=0.

For any terminal cost function on the jets at t = T , there are clearly infinite possibilities

for a smooth function C on Jn(Q|R) that vanishes at the jets at t = 0 and that gives the

desired cost function at t = T . But in what follows we select just one of such globally

defined functions and we call it the (extended) cost function of our problem.

Any triple (K, L,C), formed by three ingredients of the above form, is called a defining

triple. Given such a triple we may consider the following

Definition 4.1. The generalised Mayer problem determined by (K, L,C) is the problem

of looking for all K-controlled evolutions γ(U) for which the value of the terminal cost

C(jnt=T (γ
(U))) is minimal among the terminal costs of all K-controlled evolutions. For

such curves, the corresponding pairs U = (u(t), σ) ∈ K are called optimal controls.

4This condition on the actual order r̃ is just a convenient technical requirement and is used only in

the proof of Lemma 5.2 below. As observed before, if we work in jets spaces of sufficiently high order,

this requirement is always easily satisfied.
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5. Modified triples and Mayer problems in integral form

5.1. Performing the step (a) of the road map.

We now proceed according to the step (a) described in Sect. 2.2. More precisely,

we canonically associate with any given curve (t, q(t)) in [0, T ] × Q a special set of real

functions. They are

hi
β(t) = Ai

βe
t +Bi

βe
−t , (5.1)

h′i
β(t) = A′i

βe
π
2T

t +B′i
βe

− π
2T

t + C ′i
β cos

( π

2T
t
)
+D′i

β sin
( π

2T
t
)

, (5.2)

h′′i
β(t) = A′′i

βe
π
2T

t +B′′i
βe

− π
2T

t +C ′′i
β cos

( π

2T
t
)
+D′′i

β sin
( π

2T
t
)

, (5.3)

where the indices i and β run between 1 ≤ i ≤ N and 0 ≤ β ≤ r − 1 (here, r is the

actual order of L) and the Ai
β, B

i
β, A

′i
β, B

′i
β etc., are the constants that are uniquely

determined by the following conditions on the initial and terminal data of the qi(t). The

Ai
β and Bi

β are determined by solving the linear equations

Ai
β +Bi

β(= hi
β

∣∣
t=0

) = qi(β)
∣∣
t=0

, Ai
β −Bi

β(=
dhi

β

dt

∣∣∣∣
t=0

)= −
∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂L

∂qi(δ)

)∣∣∣∣
jn−1
t=0 (q(t))

.

(5.4)

The remaining constants are set to




A′i
β

B′i
β

C ′i
β

D′i
β


 = A−1




0

0

qi(β)(T )

∑

1≤δ≤r

0≤ε≤δ
δ−ε−1=β

(−1)ε
dε

dtε

(
∂L

∂qi(δ)
+

∂

∂qi(δ)

(
dC

dt

)) ∣∣∣∣
jn−1
t=T

(q(t))




, (5.5)




A′′i
β

B′′i
β

C ′′i
β

D′′i
β


 = A−1




0

0

hi
β(T )

hi
β(1)(T )


 , (5.6)

where A is the real matrix

A =




1 1 1 0
π
2T − π

2T 0 π
2T

π
2T e

π
2 − π

2T e
−π

2 − π
2T 0(

π
2T

)2
e

π
2

(
π
2T

)2
e−

π
2 0 −

(
π
2T

)2


 .

A tedious but straightforward check shows that the functions (5.1) – (5.3) are precisely

the unique solutions to the system of differential equations

d2hi
β

dt2
− hi

β = 0 ,
d4h′i

β

dt4
−
( π

2T

)4
h′i

β = 0 ,
d4h′′i

β

dt4
−
( π

2T

)4
h′′i

β = 0 (5.7)
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together with the set of the boundary conditions formed by the (5.4) and by

h′i
β(0) = 0 ,

dh′i
β

dt

∣∣∣∣
t=0

= 0 , (5.8)

dh′i
β

dt

∣∣∣∣
t=T

= qi(β)(T ) ,
d2h′i

β

dt2

∣∣∣∣
t=T

=
∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂
(
L+ dC

dt

)

∂qi(δ)

)∣∣∣∣
jn−1
t=T

(q(t))

,

(5.9)

h′′i
β(0) = 0 ,

dh′′i
β

dt

∣∣∣∣
t=0

= 0 ,
dh′′i

β

dt

∣∣∣∣
t=T

= hi
β(T ) ,

d2h′′i
β

dt2

∣∣∣∣
t=T

= hi
β(1)(T ) . (5.10)

As a matter of fact, we consider these functions just because we want them to satisfy

such a differential problem. The motivation for this requirement has been very roughly

indicated in our road map and it will be definitely clarified in the next section.

Using the functions (5.1) – (5.3), with any given curve (t, qi(t)) in [0, T ] × Q we may

associate a curve (t, qi(t),hi
β(t),h

′i
β(t),h

′′i
β(t)) in the enlarged manifold [0, T ] × Q̃, Q̃ :=

Q×R3Nr. Such a bijective correspondence between curves in [0, T ]×Q and in [0, T ] × Q̃

establishes a natural equivalence between our original control problem, determined by

the triple (K, L,C), and a new control problem, determined by an appropriate modified

defining triple (K̃, L̃, C̃) which is defined as follows.

• K̃ is the collection of pairs Ũ = (u(t), σ̃) in which: (a) u(t) is precisely as it occurs in

the pairs (u(t), σ) ∈ K and (b) σ̃ is a jet in Jn(Q̃|R)
∣∣
t=0

of actual order 2max{r, 2} − 1,

playing the role of the initial datum of a curve γ̃(t) = (t, qi(t),hi
β(t),h

′i
β(t),h

′′i
β(t)),

constrained by the following conditions:

(i) the part of σ̃, corresponding to the initial datum of γ(t) = (t, qi(t)), satisfies the

same constraints that are imposed on the data σ in the pair (u(t), σ) in K;

(ii) the initial values for the curves hi
β(t), h

′i
β(t) and h′′i

β(t) are required to satisfy the

conditions given by the (5.4), (5.9) and (5.10); no other condition is imposed besides

those which are naturally requested in order to be initial conditions that are fully

compatible with the Euler-Lagrange equations (5.13) and (5.14) below (5).

• L̃ is the controlled Lagrangian of actual order r̃ = max{r, 2}

L̃(t, qi(δ),h
j
β(δ), . . . , u

a) := L+
1

2

∑

1≤j≤N
0≤β≤r−1

(
(hj

β(1))
2 − (h′j

β(2))
2 − (h′′j

β(2))
2

)
+

+
∑

1≤j≤N
0≤β≤r−1

(
1

2
(hj

β)
2 +

π4

32T 4
(h′j

β)
2 +

π4

32T 4
(h′′j

β)
2

)
. (5.11)

• C̃ is equal to C̃ = C. The only difference between C and C̃ is just that its formal

domain is now Jn(Q̃|R) (and no longer Jn(Q|R)).

5As we will shortly see, such Euler-Lagrange equations are nothing but the (5.7).
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If we now replace the triple (K, L,C) by (K̃, L̃, C̃ = C), we have a new Euler-Lagrange

operator, consisting of the differential operators Ei(·), E
β
i (·), E

′β
i (·), E

′′β
i (·), correspond-

ing to the variables qi, hi
β, h

′i
β and h′′i

β, respectively. The new set of Euler-Lagrange

equations is

E(L̃)i =
∂L

∂qi
+

r∑

ℓ=1

(−1)ℓ
dℓ

dtℓ

(
∂L

∂qi(ℓ)

)
= 0 , (5.12)

E(L̃)βi = −
d2hi

β

dt2
+ hi

β = 0 , E(L̃)′βi = −
d4h′i

β

dt4
+
( π

2T

)4
h′i

β = 0 , (5.13)

E(L̃)′′βi = −
d4h′′i

β

dt4
+
( π

2T

)4
h′′i

β = 0 . (5.14)

From these equations, we directly see that any K̃-controlled curve γ̃(Ũ )(t) = (t, qi(t),

hi
β(t),h

′i
β(t),h

′′i
β(t)) has the following two crucial properties.

(1) Being solutions to the same differential problem, the components qi(t) of a K̃-

controlled curve γ̃(Ũ) and of the corresponding K-controlled curve γ(U) are the same.

Therefore the terminal costs C̃|
jn
t=T

(γ̃(Ũ))
and C|jn

t=T
(γ(U)) coincide.

(2) The functions hi
β(t), h

′i
β(t), h

′′i
β(t) have necessarily the forms (5.1) – (5.3).

Thus the generalised Mayer problem defined by (K̃, L̃, C̃) is perfectly equivalent to the

original one, given by (K, L,C). The bijection between the two families of controlled

curves is established by simply considering the functions defined in (5.1) – (5.3) as the

last components of a curve in R × Q̃ = (R × Q)× R3Nr.

5.2. Performing the step (b) of the road map.

We now go into the step (b) of Sect. 2.2. Namely, we introduce two auxiliary variables

λ, µ and further modify the defining triple of the problem, so that an analogue of (2.5)

holds for any solution of the new controlled Euler-Lagrange equations.

Introducing two new variables corresponds to enlarging the manifold Q̃ = Q×R3Nr of

the previous section into the new manifold Q̂ = Q̃×R2 parameterised by the coordinates

(t, qi,hi
β,h

′i
β,h

′′i
β, λ, µ). After considering such new enlarged manifold Q̂, we have to

introduce the further modified triple (K̂, L̂, Ĉ) defined as follows.

• K̂ is the collection of pairs Û = (u(t), σ̂) in which: (a) u(t) is precisely as it occurs in the

pairs in K and K̃ and (b) σ̂ is a jet in Jn(Q̂|R)
∣∣
t=0

of actual order 2max{r, 2}−1, playing

the role of the initial datum of a curve γ̂(t) = (t, qi(t),hi
β(t),h

′i
β(t),h

′′i
β(t), λ(t), µ(t)),

constrained by the following conditions:

(i) the part of σ̂, corresponding to the initial datum of γ̃(t) = (t, qi(t),hi
β(t),h

′i
β(t),

h′′i
β(t)), satisfies the same conditions that are imposed on the pairs (u(t), σ̃) ∈ K̃;

(ii) the component λ|t=0 of σ̂ (i.e. the initial value of λ(t)) is always set to be λ|t=0 = 1;

the values of all other components of the jet giving the initial datum for λ(t) are

required to be just compatible with the Euler-Lagrange equations (5.16) below (6);

6By looking at those equations, one can see that this compatibility requirement simply means that all

derivatives of λ(t) at t = 0 must be equal to 0.
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(iii) the component µ|t=0 of σ̂ (i.e. the initial value of µ(t)) must be µ|t=0 = 0; the other

components of that initial datum for µ(t) have just to be compatible with the (5.16).

• L̂ is the controlled Lagrangian of actual order r̂ = max{r, 2} defined by

L̂(t, qi(δ),h
i
β(δ),h

′i
β(δ),h

′′i
β(δ), λ(δ), µ(δ), u

a) := λ
(
µ(1) + L̃

)
+

dC

dt
=

= λ

(
µ(1) + L+

1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2 − (h′i

β(2))
2 − (h′′i

β(2))
2

)
+

+
1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β)
2 +

( π

2T

)4
(h′i

β)
2 +

( π

2T

)4
(h′′i

β)
2

))
+

dC

dt
. (5.15)

Here, according to (3.4), dC
dt

denotes the total derivative of the function C = C(t, qi(β)).

• Ĉ is the same of the original cost function Ĉ = C. As before, the difference between Ĉ

and C is just that we are now considering it as a function on the new jet space Jn(Q̂|R).

If we now replace the defining triple (K̃, L̃, C̃) of the previous section by (K̂, L̂, Ĉ = C),

we have to consider another Euler-Lagrange operator, formed not only by the previous

operators Ei(·), E
β
i (·), E′β

i (·), E′′β
i (·), but also by the operators E{λ}(·) and E{µ}(·),

corresponding to the new variables λ and µ, respectively. The new set of Euler-Lagrange

equations is:

E(L̂){µ} = −
dλ

dt
= 0 ( =⇒ λ ≡ 1 ) ,

E(L̂)i = E(λL̃)i =
∂L

∂qi
+

r∑

ℓ=1

(−1)ℓ
dℓ

dtℓ

(
∂L

∂qi(ℓ)

)
= 0 ,

E(L̂)βi = E(λL̃)βi = −
d2hi

β

dt2
+ hi

β = 0 ,

E(L̂)′βi = E(λL̃)′βi = −
d4h′i

β

dt4
+
( π

2T

)4
h′i

β = 0 , (5.16)

E(L̂)′′βi = E(λL̃)′′βi = −
d4h′′i

β

dt4
+
( π

2T

)4
h′′i

β = 0 ,

E(L̂){λ} =
dµ

dt
+ L̃ =

=
dµ

dt
+ L+

1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2−(h′i

β(2))
2−(h′′i

β(2))
2

)
+

+
∑

1≤i≤N
0≤β≤r−1

(
1

2
(hi

β)
2 +

π4

32T 4
(h′i

β)
2 +

π4

32T 4
(h′′i

β)
2

)
= 0 ,

By just looking at these equations, we see that any K̂-controlled curve

γ̂(Û )(t) = (t, qi(t),hi
β(t),h

′i
β(t),h

′′i
β(t), λ(t), µ(t)) (5.17)

has the following properties.
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(1) The value λ(t) is constant and equal to the prescribed initial value, i.e. λ(t) = 1. It

follows that the new differential constraints on the curve γ̃(t) = (t, qi(t),hi
β(t),h

′i
β(t),

h′′i
β(t)) are identical with the original constraints (5.12) – (5.14). This, together with

the uniqueness of the solution to the differential problem for µ(t), imply that there

exists a natural bijection between the class of K̃-controlled curves γ̃(Ũ) and the class

of the K̂-controlled curves γ̂(Û ).

(2) Due to (1), the cost Ĉ|
jn
t=T

(γ̂(Û))
for a K̂-controlled curve is always equal to the cost

C̃|
jn
t=T

(γ̃(Ũ))
= C|jn

t=T
(γ(U)) of the corresponding K̃-controlled curve γ̃(Ũ).

(3) The last equation in (5.16) implies that the 1-form λ(µ(1) + L̃)dt vanishes identically

along any curve of jets γ̂(Û)(n)(t) = jnt

(
γ̂(Û)

)
of a K̂-controlled curve γ̂(Û).

From (1) and (2) and previous discussion, we see that the generalised Mayer problem

defined by the triple (K, L,C) is not only equivalent to the problem of Sect. 5.1, determined

by the triple (K̃, L̃, C̃), but also equivalent to this new problem, determined by the triple

(K̂, L̂, Ĉ). Furthermore (3) shows that the improvement, which was mentioned in the

step (b) of the road map, is now reached, In fact, if we consider the 1-form

α :=L̂dt =
(
λ(µ(1) + L̃) +

dC

dt

)
dt (5.18)

we may observe that, for any curve of jets γ̂(Û)(n)(t) of a K̂-controlled curve γ̂(U)

∫ T

0
α

(
dγ̂(Û )(n)

dt

)∣∣∣∣
γ̂(Û)(n)(t)

dt =

∫ T

0
L̂|

γ̂(Û)(n)(t)
dt

Property (3)
=

∫ T

0

dC

dt

∣∣∣∣
γ̂(Û)(n)(t)

dt
(3.5)
=

= C(γ(U)(n)(T ))− C(γ(U)(n)(0))
C|Jn(Q|R)|t=0

=0
= C(jnt=T (γ

(U))) .

(5.19)

This means that for each K̂-controlled curve, the integral (5.19) is just equal to the ter-

minal cost C|jn
t=T

(γ(U)) and that looking for a solution to the original problem is perfectly

equivalent to looking for a K̂-controlled evolution, for which the integral (5.19) is minimal

among those of all other K̂-controlled evolutions.

5.3. A convenient replacement of the integrand in (5.19).

We now want to show that we may safely substitute the 1-form (5.18) by a different

one, which turns out to be much more convenient for our further developments. In order

to introduce such convenient replacement, we first need to recall that on the jet bundle

Jn(Q̂|R) there exist an important class of distinguished 1-forms, namely the family of the

1-forms that vanish identically on the tangent vectors of the curves of jets γ̂(n)(t) of the

parameterised graphs γ̂(t) = (t, qi(t),hi
β(t),h

′i
β(t), h

′′i
β(t), λ(t), µ(t)).
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It is known that such distinguished 1-forms are precisely those that are pointwise linear

combinations of the 1-forms

ωi
(δ) := dqi(δ) − qi(δ+1)dt ,

̟i
β(δ) := dhi

β(δ) − hi
β(δ+1)dt , ̟′i

β(δ) := dh′i
β(δ) − h′i

β(δ+1)dt , i = 1, . . . , N ,

̟′′i
β(δ) := dh′′i

β(δ) − h′′i
β(δ+1)dt , δ = 0, . . . , n− 1 ,

̟
{λ}
(δ) := dλ(δ) − λ(δ+1)dt , ̟

{µ}
(δ) := dµ(δ) − µ(δ+1)dt .

(5.20)

Since these 1-forms vanish identically on the tangent vectors of the curves γ̂(n)(t), the

value of the integral (5.19) does not changes if α is replaced by any other 1-form

α′ = α+P
(δ)
i ωi

(δ)+Q(δ)β
i ̟

i
β(δ)+Q

′(δ)β
i ̟

′i
β(δ)+Q

′′(δ)β
i ̟

′′i
β(δ)+L(δ)̟

{λ}
(δ) +M(δ)̟

{µ}
(δ) (5.21)

for some arbitrary choices of smooth functions P
(δ)
i ,Q(δ)β

i , Q
′(δ)β

i , Q
′′(δ)β

i , L
(δ), M(δ) of

the points of Jn(Q̂|R)×K. Following the terminology used in [10], we say that any such

α′ is variationally equivalent to α. The invariance of (5.19) under replacements with

variationally equivalent 1-forms might be considered as a sort of “invariance under gauge

transformations” of the cost functional.

A particular choice for the P
(δ)
i ,Q(δ)β

i , Q
′(δ)β

i , etc. yields to the following 1-form.

Definition 5.1. The controlled Poincaré-Cartan form associated with L̂ is the 1-form

on Jn(Q̂|R)×K defined by

αPC = L̂dt+

r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂L̂

∂qi(δ)

)
ωi
(δ−(ε+1))+

+ λ
∑

1≤i≤N
0≤β≤r−1

(
hi
β(1)̟

i
β(0) − h′i

β(2)̟
′i
β(1) − h′′i

β(2)̟
′′i
β(1)

)
+ λ̟

{µ}
(0) =

=

(
λ
(
µ(1) + L+

1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2 − (h′i

β(2))
2 − (h′′i

β(2))
2

)
+

+
∑

1≤i≤N
0≤β≤r−1

(
1

2
(hi

β)
2 +

π4

32T 4
(h′i

β)
2 +

π4

32T 4
(h′′i

β)
2

))
+

dC

dt

)
dt+

+ λ

r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂
(
L+ dC

dt

)

∂qi(δ)

)
ωi
(δ−(ε+1))+

+ λ
∑

1≤i≤N
0≤β≤r−1

(
hi
β(1)̟

i
β(0) − h′i

β(2)̟
′i
β(1) − h′′i

β(2)̟
′′i
β(1)+

+ h′i
β(3)̟

′i
β(0) + h′′i

β(3)̟
′′i
β(0)

)
+ λ̟

{µ}
(0) .

(5.22)

Since (5.22) is variationally equivalent to α, we may safely replace α by αPC in (5.19).

And, in fact, such a substitution is the analogue of what is done in [3] for the classical
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Mayer problems, where the 1-form

α =

(
∑

i=1

pi(ẋ
i − f i(t, x, u(t))) +

N∑

i=1

∂C

∂xi

∣∣∣∣
(t,x(t))

ẋi(t)

)
dt

is replaced by the 1-form

αPC =

(
∑

i=1

pi(ẋ
i − f i(t, x, u(t))) +

N∑

i=1

∂C

∂xi

∣∣∣∣
(t,x(t))

ẋi(t)

)
dt+

∑

i=1

pi(dx
i − ẋidt) =

=
∑

i=1

pidx
i − pif

i(t, x, u(t))dt +

N∑

i=1

∂C

∂xi

∣∣∣∣
(t,x(t))

ẋi(t)dt . (5.23)

The convenience of considering the 1-form (5.23) and, in more general situations, the

controlled Poincaré-Cartan forms (5.22) comes from the special feature that is described

in the next lemma and which will be exploited in the proof of our first main result.

Lemma 5.2. The differential dαPC of the controlled Poincaré-Cartan form has the form

dαPC=E(L̂)iω
i
(0) ∧ dt+

+ E(L̂)βi ̟
i
β(0) ∧ dt+ E(L̂)′βi ̟

′i
β(0) ∧ dt+ E(L̂)′′βi ̟

′′i
β(0) ∧ dt+

+ E(L̂){λ}̟
{λ}
(0) ∧ dt+ E(L̂){µ}̟

{µ}
(0) ∧ dt+

∂L̂

∂ua
dua ∧ dt+

+ linear combinations of wedges of pairs of 1-forms of the list (5.20)

(5.24)

Proof. The claim is an immediate consequence of a general fact concerning the classes

of variationally equivalent 1-forms on jets spaces (see e.g. [10, Prop. A2]). For reader’s

convenience, we present here a direct proof. For simplicity of notation, from now on we

denote any tuple of coordinates (qi,hi
β ,h

′i
β,h

′′i
β, λ, µ) for Q̂ just by y = (yℓ), where the

index ℓ ranges between 1 and N̂ = N(3r + 1) + 2. Accordingly, the coordinates of the

whole jet space are denoted by t and by yℓ(δ), 0 ≤ δ ≤ n, and the associated 1-forms of

the list (5.20) are briefly indicated as

ωℓ
(δ) = dyℓ(δ) − yℓ(δ+1)dt with 1 ≤ ℓ ≤ N̂ and 1 ≤ δ ≤ n− 1 . (5.25)

Note that, being dt ∧ dt = 0 and d(dyℓ(δ)) = 0, for each integer 1 ≤ δ ≤ n− 1,

dyℓ(δ) ∧ dt = ωℓ
(δ) ∧ dt = −dωℓ

(δ−1) . (5.26)

Hence for any function f : Jn(Q̂|R)×K → R of actual order r̂ ≤ n− 1

fdyℓ(δ) ∧ dt = −fdωℓ
(δ−1) =

= −d
(
fωℓ

(δ−1)

)
+

∂f

∂t
dt ∧ ωℓ

(δ−1) +

r̂∑

δ′=0

∂f

∂ym(δ′)
dym(δ′) ∧ ωℓ

(δ−1) =

= −d
(
fωℓ

(δ−1)

)
+

∂f

∂t
dt ∧ ωℓ

(δ−1) +

r̂∑

δ′=0

∂f

∂ym(δ′)
ωm
(δ′) ∧ ωℓ

(δ−1) +

r̂∑

δ′=0

∂f

∂ym(δ′)
ym(δ′)dt ∧ ωℓ

(δ−1) =

= −d
(
fωℓ

(δ−1)

)
−

df

dt
dyℓ(δ−1) ∧ dt modulo terms of the form ωr

(η) ∧ ωs
(ζ) (5.27)
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If δ − 1 ≥ 1, we may iterate and apply this identity to the term −df
dt
dyℓ(δ−1) ∧ dt which

appear in the right hand side of such identity. In this way we get that

fdyℓ(δ) ∧ dt = −d
(
fωℓ

(δ−1)

)
+ d

(
df

dt
ωℓ
(δ−2)

)
+

d2f

dt2
dyℓ(δ−2) ∧ dt mod ωr

(η) ∧ ωs
(ζ). (5.28)

If δ − 2 ≥ 1, we may again apply (5.27) to the term d2f
dt2

yℓ(δ−2) ∧ dt and so on. After δ

iterations of such use of (5.27), we end up with

fdyℓ(δ) ∧ dt = −d

(
δ−1∑

ε=0

(−1)ε
dεf

dtε
ωℓ
(δ−1−ε)

)
+ (−1)δ

dδf

dtδ
ωℓ
(0) ∧ dt mod ωr

(η) ∧ωs
(ζ) (5.29)

Applying (5.29) to each term ∂L̂
∂yℓ

δ

dyℓ(δ) ∧ dt, δ ≥ 1, appearing in the exterior differential

d(L̂dt), we obtain

d(L̂dt) =
∂L̂

∂yℓ(0)
dyℓ(0) ∧ dt+

r∑

δ=1

∂L̂

∂yℓ(δ)
dyℓ(δ) ∧ dt =

=
∂L̂

∂yℓ(0)
ωℓ
(0) ∧ dt−

r∑

δ=1

d

(
δ−1∑

ε=0

(−1)ε
dε

dtε
∂L̂

∂yℓ(δ)
ωℓ
(δ−1−ε)

)
+

+

r∑

δ=1

(−1)δ+1 dδ

dtδ
∂L̂

∂yℓ(δ)
ωℓ
0 ∧ dt mod ωr

(η) ∧ ωs
(ζ) =

= −d

(
r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε
∂L̂

∂yℓ(δ)
ωℓ
(δ−(ε+1))

)
+ E(L̂)ℓ ω

ℓ
(0) ∧ dt mod ωr

(η) ∧ ωs
(ζ)

(5.30)

Note that, in the simplified notation used in this proof, the 1-form αPC is nothing but

αPC = L̂dt+

r∑

δ=1

(
δ−1∑

ε=0

(−1)ε
dε

dtε
∂L̂

∂yℓ(δ)
ωℓ
(δ−(ε+1))

)
.

From this and (5.30), the lemma follows immediately.

6. The Principle of Minimal Labour

We are now ready to prove our first main result, the Principle of Minimal Labour for

generalised Mayer problems. As we mentioned in Sect. 2.2, this is reached by: (i) first

proving a generalisation of the identity (2.7) for the problem associated with the modified

defining triple (K̂, L̂, Ĉ) and then (ii) deriving a corresponding identity for the original

problem, determined by (K, L,C). These two identities are proven in Sect. 6.1 and Sect.

6.2, respectively.
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6.1. The homotopy formula for the problem defined by the triple (K̂, L̂, Ĉ).

Let Ûo = (uo(t), σ̂o(t)) be a fixed element in K̂ and γ̂(Ûo) : [0, T ] → [0, T ] × Q̂ the

corresponding K̂-controlled curve. We call a smooth 1-parameter family F̂ (·, s), s ∈ [0, 1],

of K̂-controlled curves with initial curve F̂ (·, 0) = γ̂(Ûo) a K̂-controlled variation of γ̂(Ûo).

More precisely, a K̂-controlled variation F̂ is a smooth homotopy of the form

F̂ : [0, T ] × [0, 1] −→ Q̂ , F̂ (t, s) = γ̂(Û(s))(t) , (6.1)

where Û(s) = (u(·, s), σ̂(s)), s ∈ [0, 1], is a smooth curve in K̂ starting from Û(0) = Ûo.

For each F̂ , we consider the corresponding homotopy F̂ (n) in Jn(Q̂|R)×K defined by

F̂ (n) : [0, T ] × [0, 1] −→ Jn(Q̂|R)×K , F̂ (n)(t, s) := (jnt (F̂ (·, s)), u(t, s)) .

Note that, for each fixed so, the curve t 7→ jnt (F̂ (·, so)) is nothing but the curve γ̂(Û (so))(n)

of the n-th order jets of the curve γ̂(Û(so)).

Given a K̂-controlled variation F̂ , we denote by X
F̂
and Y

F̂
the vector fields – defined

just at the points of the surface Ŝ := F̂ (n)([0, T ]× [0, 1]) – which are determined by con-

sidering the infinitesimal variations of the first parameter t and of the second parameter

s, respectively. More precisely, X
F̂
and Y

F̂
are the vector fields at the points of Ŝ

X
F̂
|
F̂ (n)(t,s) := F̂

(n)
∗

(
∂

∂t

∣∣∣∣
(t,s)

)
=

∂F̂ (n)

∂t

∣∣∣∣
(t,s)

, (6.2)

Y
F̂
|
F̂ (n)(t,s)

:= F̂
(n)
∗

(
∂

∂s

∣∣∣∣
(t,s)

)
=

∂F̂ (n)

∂s

∣∣∣∣
(t,s)

. (6.3)

We remark that, for each fixed so ∈ [0, 1],

(1) The restriction of X
F̂
to the trace of the curve

t 7→ F̂ (n)(t, so) =
(
γ̂(Û(so))(n)(t), u(t, so)

)
=
(
jnt F̂ (·, so), u(t, so)

)

coincides with the family of the tangent vectors of such a curve.

(2) The restriction of Y
F̂
to the trace of the same curve is the Jacobi vector field corre-

sponding to the (infinitesimal) variation ε → F̂ (n)(·, so + ε) of F̂ (n)(·, so).

From (1), (2) and (5.16), we have that the vector fields X
F̂
and Y

F̂
must have the form

X
F̂
=

∂

∂t
+Xi

(β)

∂

∂qi(β)
+X

{µ}
(β)

∂

∂µ(β)
+Xa ∂

∂ua
+

+Xi
α(β)

∂

∂hi
α(β)

+X ′i
α(β)

∂

∂h′i
α(β)

+X ′′i
α(β)

∂

∂h′′i
α(β)

,

Y
F̂
= Y i

(β)

∂

∂qi(β)
+ Y

{µ}
(β)

∂

∂µ(β)
+ Y a ∂

∂ua
+

+ Y i
α(β)

∂

∂hi
α(β)

+ Y ′i
α(β)

∂

∂h′i
α(β)

+ Y ′′i
α(β)

∂

∂h′′i
α(β)

(6.4)

for appropriate smooth real functions Xi
(β), X

{µ}
(β) , etc., defined only at the points of Ŝ.
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Theorem 6.1 (Homotopy Formula - First Version). Let Û0, Û1 ∈ K̂ be the endpoints of

a smooth curve Û(s) ∈ K̂, s ∈ [0, 1], and γ̂ := γ̂(Û0), γ̂′ := γ̂(Û1) the K̂-controlled curves

corresponding to Û0, Û1, with terminal costs C0 := C(jn−1
t=T (γ̂)) and C1 := C(jn−1

t=T (γ̂
′)),

respectively. Furthermore

(i) for any jet jnt (γ̂) ∈ Jn(Q̂|R), let Pjnt (γ̂)
be the function on K defined by

Pjnt (γ̂)
: K −→ R , Pjnt (γ̂)

(ua) := −L(jnt (γ̂), u
a) ; (6.5)

(ii) let µ̂ : [0, T ] × [0, 1] → R be the function defined by µ̂(t, s) := µ(Û(s))(t), where

µ(Û(s))(t) is the value at t of the µ-component of the K̂-controlled curve

γ̂(Û(s))(t) = (t, q(Û (s))i(t),h
(Û (s))i
β (t), . . . , λ(Û (s))(t) = 1, µ(Û (s))(t)) .

Then,

C1 − C0 = −

∫ T

0



∫ 1

0


Y a

∂P
γ̂
(Û(s))(n)
t

∂ua

∣∣∣∣∣
u(s)(t)

−
∂2µ̂

∂t ∂s

∣∣∣∣
(t,s)

−

−
r−1∑

β=1

N∑

i=1

∂2

∂t∂s

(∫ s

0
h′i

β(3)Y
′i
β(0) + h′′i

β(3)Y
′′i
β(0)

)∣∣∣∣
F̂ (n)(t,v)


 dv


 dt (6.6)

where Y a, Y ′i
β(0), Y ′′i

β(0) are the ua-, h′i
β- and h′′i

β- components, respectively, of the

vector field Y
F̂
defined in (6.4), associated with the K̂-controlled variation F̂ determined

by the Û(s), s ∈ [0, 1],

Remark 6.2. From the definition of the functions hi
β(t), h′i

β(t) and h′′i
β(t) and the

Euler-Lagrange equation E(L̂){λ} = 0, it follows immediately that the second summand

in the right hand side of (6.6) is uniquely determined by the K-controlled curves t 7→

γ(U(s))(t) = (t, q(U(s))i(t)) in [0, T ] × Q. It is also simple to check that the same is true

for the first summand as well. These two facts will be used in the next subsection.

Proof. Consider the embedded surface Ŝ := F̂ (n)([0, T ]× [0, 1]) and the vector fields X
F̂
,

Y
F̂
defined in (6.2) and (6.3). From (5.19), the property (1) of X

F̂
and the fact that αPC

is a 1-form which is variationally equivalent to α, we have that for each curve γ̂(Û (s)),

s ∈ [0, 1],

∫ T

0

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(t,s)

(
∂

∂t

)
dt =

∫ T

0
αPC

(
X

F̂

)
|
F̂ (n)(t,s)

dt =

=

∫ T

0
α
(
X

F̂

)
|
F̂ (n)(t,s)dt = C(jnt=T (γ̂

(Û(s)))) .

.

This implies that

C0 − C1 = C(jnt=T (γ̂
(Û(0))))− C(jnt=T (γ̂

(Û(1)))) =

=

∫ T

0

(
F̂ (n)∗(αPC)

)( ∂

∂t

) ∣∣∣∣
(t,0)

dt−

∫ T

0

(
F̂ (n)∗(αPC)

)( ∂

∂t

) ∣∣∣∣
(t,1)

dt .
(6.7)
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On the other hand, by property (2) of Y
F̂
and the assumptions on the initial data of the

hi
β(t), h

′i
β(t) and h′′i

β(t), described in Sect. 5.1, we have that

Y
{µ}
(0) |

F̂ (n)(0,s) = Y ′i
β(0)|F̂ (n)(0,s) = Y ′′i

β(0)|F̂ (n)(0,s) = Y ′i
β(1)|F̂ (n)(0,s) = Y ′′i

β(1)|F̂ (n)(0,s) = 0 ,

Y i
β(0)|F̂ (n)(0,s) = Y i

(β)|F̂ (n)(0,s) .

From this we obtain
∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(0,s)

ds =

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s)ds =

=

r−1∑

β=1

N∑

i=1

∫ 1

0

(( ∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂

∂qi(δ)

(
L+

dC

dt

)))
Y i
(β) + hi

β(1)Y
i
β(0)

)∣∣∣∣
F̂ (n)(0,s)

ds =

=

r−1∑

β=1

N∑

i=1

∫ 1

0

(( ∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂

∂qi(δ)

(
L+

dC

dt

))
+ hi

β(1)

)
Y i
(β)

)∣∣∣∣
F̂ (n)(0,s)

ds
(5.4)
= 0 .

(6.8)

Remark 6.3. This identity is precisely what we planned to obtain by introducing the

functions hi
α(t) and the corresponding terms in L̃ and L̂. In fact, the integral (6.8) is

precisely the integral of αPC along the first “vertical side” of S (see Sect. 2.1.3 and 2.2)

and the functions hi
α(t) have been chosen so that such an integral is always vanishing.

Let us now consider the similar line integral for t = T . We have

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(T,s)

ds =

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)

ds =

=

r−1∑

β=1

N∑

i=1

∫ 1

0

{( ∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂
(
L+ dC

dt

)

∂qi(δ)

))
Y i
(β)+

+

(
hi
β(1)Y

i
β(0)−h′i

β(2)Y
′i
β(1)−h′′i

β(2)Y
′′i
β(1)+h′i

β(3)Y
′i
β(0)+h′′i

β(3)Y
′′i
β(0)

)}∣∣∣∣
F̂ (n)(T,s)

ds+

+

∫ 1

0
Y

{µ}
(0)

∣∣∣∣
F̂ (n)(T,s)

ds . (6.9)

By property (2) of Y
F̂
and the boundary values (5.9) and (5.10) of the curves h′i

β(t) and

h′′i
β(t), we have that

h′i
β(2)

∣∣
F̂ (n)(T,s)

=
∑

1≤δ≤r

0≤ε≤δ

δ−ε−1=β

(−1)ε
dε

dtε

(
∂
(
L+ dC

dt

)

∂qi(δ)

)∣∣∣∣
jn−1
t=T

(q(t))

, Y ′i
β(1)

∣∣
F̂ (n)(T,s)

= Y i
(β)

∣∣
F̂ (n)(T,s)

,

h′′i
β(2)

∣∣
F̂ (n)(T,s)

= hi
β(1)

∣∣
F̂ (n)(T,s)

, Y ′′i
β(1)

∣∣
F̂ (n)(T,s)

= Y i
β(0)

∣∣
F̂ (n)(T,s)

.
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From this and (6.9), we get that

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(T,s)

ds =

=

∫ 1

0

( r−1∑

β=1

N∑

i=1

(
h′i

β(3)Y
′i
β(0) + h′′i

β(3)Y
′′i
β(0)

)
+ Y

{µ}
(0)

)∣∣∣∣
F̂ (n)(T,s)

ds . (6.10)

On the other hand, by the definition of the vector field Y
F̂
,

Y
{µ}
(0)

∣∣∣∣
F̂ (n)(T,s)

=
∂F̂ {µ}

∂s

∣∣∣∣
(T,s)

=
∂(γ̂(Û (s))){µ}

∂s

∣∣∣∣
(T,s)

=
∂µ̂(T, s)

∂s
.

Hence

∫ 1

0
Y

{µ}
(0)

∣∣∣∣
F̂ (n)(T,s)

ds =

∫ 1

0

∂

∂s

(∫ T

0

dµ̂(t, s)

dt
dt

)
=

∫∫

[0,T ]×[0,1]

∂2µ̂

∂t ∂s
dsdt . (6.11)

Remark 6.4. In analogy with what we mentioned in Remark 6.3, the purpose of the

functions h′i
β(t), h

′′i
β(t) and of the corresponding terms in L̂ was precisely to get (6.10),

which simplifies the integral of αPC along the second “vertical side” of S.

From (6.7), (6.8), (6.10), (6.11) and the Stokes Theorem, we obtain that

C0 − C1+

∫ T

0

(∫ 1

0

∂2µ̂

∂t ∂s

∣∣∣∣
(t,s)

+

+
r−1∑

β=1

N∑

i=1

∂

∂t

(
h′i

β(3)Y
′i
β(0) + h′′i

β(3)Y
′′i
β(0)

)∣∣∣∣
F̂ (n)(t,s)

ds


 dt =

=

∫

∂([0,T ]×[0,1])

(
F̂ (n)∗(αPC)

)
Stokes Thm.

=

=

∫

[0,T ]×[0,1]
d
(
F̂ (n)∗(αPC)

)( ∂

∂t
,
∂

∂s

)
dt ds =

=

∫

[0,T ]×[0,1]

(
F̂ (n)∗(dαPC)

)( ∂

∂t
,
∂

∂s

)
dt ds =

=

∫

[0,T ]×[0,1]
dαPC(X

F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

dt ds ,

(6.12)

where, in the integral of the first line, the integration of F̂ (n)∗(αPC) is performed along

the usual counterclockwise parameterisation of ∂([0, T ] × [0, 1]).

At this point, it suffices to recall that the controlled Euler-Lagrange equations (5.16)

are satisfied at all points of Ŝ and that the vectors X
F̂

are tangent vectors to curves of

jets, determined by solutions to the controlled Euler-Lagrange equations. Indeed, due to

this, (5.24) and the fact that each of the 1-forms (5.20) vanish identically on the vectors



CONTROL PROBLEMS WITH DIFFERENTIAL CONSTRAINTS OF HIGHER ORDER 25

X
F̂
, we immediately have that (7)

dαPC(X
F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

=

(
∂L̂

∂ua
dua ∧ dt

)
(X

F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

=

= −
∂L̂

∂ua
Y a
∣∣
F̂ (n)(t,s)

= −
∂L

∂ua
Y a
∣∣
F̂ (n)(t,s)

.

(6.13)

From this and (6.12), the conclusion follows.

6.2. The Principle of Minimal Labour.

Let us now go back to our original triple (K, L,C) and to the parameterised graphs γ(t)

in R × Q. We have already observed that for any K-controlled curve γ(U)(t) = (t, qi(t))

there is a uniquely associated element Û ∈ K̂ and a uniquely associated K̂-controlled

curve of the form

γ̂(Û) = (t, qi(t),hi
β(t),h

′i
β(t),h

′′i
β(t), λ = 1, µ(Û )(t)) ,

i.e. with the same components qi(t) of γ(U). On the basis of this, in what follows for any

given U ∈ K we use the symbols Û and γ̂(Û) to denote the uniquely associated element

in K̂ and the corresponding K̂-controlled curve, respectively.

Let Uo = (uo(t), σo(t)) be a fixed element in K and γ(Uo) : [0, T ] → [0, T ] × Q the

corresponding K-controlled curve. Exactly as in the previous section, we may now con-

sider a K-controlled variation of this curve, i.e. a smooth 1-parameter family F (·, s),

s ∈ [0, 1], of K-controlled curves with initial curve F (·, 0) = γ(Uo). As we did in dealing

with K̂-controlled variations, we denote by F (n) the homotopy in Jn(Q|R)×K

F (n) : [0, T ] × [0, 1] −→ Jn(Q|R)×K , F (n)(t, s) := (j
(n)
t (F (·, s)), u(t, s)) ,

determined by the homotopy of the n-th order jets of the curves γ(U(s)) = F (·, s) and the

homotopy u(t, s) = u(s)(t) of control curves. We may also consider the vector fields

XF |F (n)(t,s) := F
(n)
∗

(
∂

∂t

∣∣∣∣
(t,s)

)
=

∂F (n)

∂t

∣∣∣∣
(t,s)

, (6.14)

YF |F (n)(t,s) := F
(n)
∗

(
∂

∂s

∣∣∣∣
(t,s)

)
=

∂F (n)

∂s

∣∣∣∣
(t,s)

, (6.15)

defined at the points of the surface S := F (n)([0, T ] × [0, 1]) ⊂ Jn(Q|R) × K. By con-

struction, for each fixed so ∈ [0, 1] we have that: (a) the restriction of XF to the trace of

the curve

t 7→
(
γ(U(so))(n)(t), u(t, so)

)
= (jnt (F (·so)) , u(t, so))

is the family of the tangent vectors of such a curve; (b) the restriction of YF to the trace

of the same curve is the Jacobi vector field corresponding to the (infinitesimal) variation

ε → F (n)(·, so + ε) of F (n)(·, so); (c) the vector fields XF and YF have the form

XF =
∂

∂t
+Xi

(β)

∂

∂qi(β)
+Xa ∂

∂ua
, YF = Y i

(β)

∂

∂qi(β)
+ Y a ∂

∂ua
. (6.16)

7This is precisely the point that motivated the substitution of the 1-form α by αPC .
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Finally, we have that the curve U(s) ∈ K determines uniquely a curve Û(s) in K̂ and

a corresponding K̂-controlled variation F̂ starting from the curve γ̂ := γ̂(Û0) and ending

with the curve γ̂′ := γ̂(Û1).

We are now ready to establish the following corollary of Theorem 6.1 and Remark 6.2.

Corollary 6.5 (Homotopy Formula). Let U0, U1 ∈ K be the endpoints of a smooth curve

U(s) ∈ K, s ∈ [0, 1], and γ := γ(U0), γ′ := γ(U1) the K-controlled curves corresponding to

U0, U1, with terminal costs C0 := C(jn−1
t=T (γ)) and C1 := C(jn−1

t=T (γ
′)), respectively. Let

also Pjnt (γ)
: K → R and µ, µ′ : [0, T ] × [0, 1] → R be the real functions defined by

Pjnt (γ)
(ua) := −L(jnt (γ), u

a) , (6.17)

µ(t, s) := −

∫ t

0

(
L+

1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2−(h′i

β(2))
2−(h′′i

β(2))
2

)
+

+
∑

1≤i≤N
0≤β≤r−1

(
1

2
(hi

β)
2 +

π4

32T 4
(h′i

β)
2 +

π4

32T 4
(h′′i

β)
2

))∣∣∣∣
γ(U(s))(τ)

dτ (6.18)

µ′(t, s) := µ(t, s) +

r−1∑

β=1

N∑

i=1

∫ s

0

(
h′i

β(3)Y
′i
β(0) + h′′i

β(3)Y
′′i
β(0)

) ∣∣∣∣
F̂ (n)(t,v)

dv (6.19)

where we denoted by F̂ the uniquely determined K̂-controlled variation described above

and by Y ′i
β(0), Y

′′i
β(0) the components in the directions of the coordinates h′i

β(0), h
′′i
β(0) of

the vector field Y
F̂
defined in (6.3). Let us finally denote by YF the vector field in (6.16),

associated with the K-controlled variation F determined by the U(s), s ∈ [0, 1], Then:

(i) The difference between the terminal costs C0 and C1 is equal to

C1 − C0 = −

∫ T

0



∫ 1

0


Y a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(s)(t)

−
∂2µ′

∂t ∂s

∣∣∣∣
(t,s)


 ds


 dt , σ

(s)
t := jnt (γ

(U(s))) ;

(6.20)

(ii) For any so ∈ [0, 1],

αPC
(
Y
F̂

)
|
F̂ (n)(T,so)

= αPC
(
Y
F̂

)
|
F̂ (n)(0,so)

+

∫ T

0

(
∂2µ′

∂t ∂s

∣∣∣∣
s=so

)
dt . (6.21)

Proof. By Theorem 6.1, Remark 6.2 and the fact that, due to the Euler-Lagrange equa-

tions, the (6.18) is nothing but the explicit expression for the µ-components of the curve

γ̂(Û(s))(t) (thus, of the function µ̂(t, s) of Theorem 6.1), claim (i) follows immediately.

We now prove (ii). Consider the embedded surface with boundary Ŝ := F̂ (n)([0, T ] ×

[0, 1]) and the vector fields X
F̂
, Y

F̂
, which we defined above at the points of Ŝ. From

(5.19) and the fact that αPC is variationally equivalent to α, we have that

C0 − C1 = C(jnt=T (γ
(U0)))− C(jnt=T (γ

(U1))) =

=

∫ T

0
ı ∂
∂t

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(t,0)

dt−

∫ T

0
ı ∂
∂t

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(t,1)

dt .
(6.22)
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On the other hand,

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(0,s)

ds =

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s)ds ,

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(T,s)

ds =

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)

ds .

(6.23)

From (6.22), (6.23) and the Stokes Theorem, we get that

C0 − C1 =

∫

∂([0,T ]×[0,1])

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(t,s)

+

+

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(0,s)

ds−

∫ 1

0
ı ∂
∂s

(
F̂ (n)∗(αPC)

) ∣∣∣∣
(T,s)

ds =

=

∫

[0,T ]×[0,1]

(
F̂ (n)∗(dαPC)

) ∣∣∣∣
(t,s)

+

+

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s) −

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)ds =

=

∫

[0,T ]×[0,1]
dαPC(X

F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

dt ds+

+

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s)

−

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)

ds .

.

(6.24)

As in the proof of Theorem 6.1, we now observe that the vectors X
F̂

are the tangent

vectors to curves of jets that are solutions to the Euler-Lagrange equations (5.16). Hence,

by Lemma 5.2, at any point of S = F̂ (n)([0, T ]× [0, 1]), we have that

dαPC
(
X

F̂
, Y

F̂

)
= −Y a ∂L

∂ua
= Y a

∂P
σ
(s)
t

∂ua

∣∣∣∣
u(s)(t)

. (6.25)

From this and (6.24), it follows that

C0 − C1 =

∫ T

0



∫ 1

0

(
Y a

∂P
σ
(s)
t

∂ua

)∣∣∣∣∣
u(s)(t)

ds


 dt+

+

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s) −

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)ds .

(6.26)

This and (i) imply that

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(T,s)ds =

∫ 1

0
αPC

(
Y
F̂

)
|
F̂ (n)(0,s)ds+

∫ 1

0

(∫ T

0

∂2 µ′

∂t ∂s
dt

)
ds .

This identity holds not only for the K-controlled homotopy F , but, for a fixed so ∈ [0, 1]

and a fixed sufficiently small ε > 0, it holds also for any other K-controlled homotopy of

the form

F (so,ε)(t, τ) := F (t, so(1− τ) + (so + ε)τ) , τ ∈ [0, 1] ,
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which interpolates between the curve γ(U(so)) to the curve γ(U(so+ε)). This implies that

for any fixed choice of so ∈ [0, 1) and any small ε > 0
∫ so+ε

so

αPC
(
Y
F̂

)
|
F̂ (n)(T,s)ds=

∫ so+ε

so

αPC
(
Y
F̂

)
|
F̂ (n)(0,s)ds +

∫ so+ε

so

(∫ T

0

∂2 µ′

∂t ∂s
dt

)
ds.

From this and the continuity of all involved functions, claim (ii) follows.

The homotopy formula has the following immediate consequence, which is the first

main result that was expected according to the road map.

Theorem 6.6 (Generalised Principle of Minimal Labour). A necessary condition for

a K-controlled curve γo := γ(Uo) to be a solution to the considered generalised Mayer

problem is that for any K-controlled variation F with F (t, 0) = γo one has that

∫ T

0



∫ 1

0


Y a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(s)(t)

−
∂2 µ′

∂t ∂s

∣∣∣∣
(t,s)


 ds


 dt ≤ 0 . (6.27)

In case the considered problem is such that for any two K-controlled curves γ := γ(U)

and γ′ := γ(U
′) there is a K-controlled variation which has them as endpoints, the above

is also a sufficient condition.

Notice that the above principle admits the following equivalent formulation.

Let γo := γ(Uo) be a fixed K-controlled curve and for any K-controlled variation F with

F (t, 0) = γo consider the real function WF : [0, 1] → R defined by

WF (δ) :=

∫ T

0



∫ δ

0


Y a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(s)(t)

−
∂2 µ′

∂t ∂s

∣∣∣∣
s


 ds


 dt . (6.28)

Then γo := γ(Uo) is a solution to the Mayer problem determined by (K, L,C) only if for

any K-variation as above

WF (δ) ≤ 0 for each δ ∈ [0, 1] . (6.29)

It should be pointed out that an explicit check of (6.29) is expected to be quite hard in

generic situations: it demands the study of the sign behaviour of the functionsWF for any

K-controlled variation F of a candidate γo. Nonetheless it has a number of consequences,

the most elementary one represented by an infinitesimal version of Theorem 6.6, the

concluding result of this section.

Let γo := γ(Uo) be a K-controlled curve associated with the pair Uo = (uo(t), σo) and

denote by F the full collection of the K-controlled variations of γo. Let also denote by

Jac(n) the class of all vectors fields V in TJn(Q|R), defined just at the points of the trace

of γ
(n)
o (t), of the form V |

γ
(n)
o (t)

:= YF |γ(n)
o (t)

for some F ∈ F. In other words, Jac(n) is

the family of all Jacobi vector fields of γ
(n)
o (t), which are determined by the variations of

curves of jets determined by the K-controlled variations of γo.

Theorem 6.7. A K-controlled curve γo := γ(Uo) is a solution to the Mayer problem of

(K, L,C) only if the following two conditions hold for any V ∈ Jac(n):
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(1) dC
(
V |

γ
(n)
o (T )

)
≥ 0;

(2)

∫ T

0


Y a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
uo(t)

−
∂2 µ′

∂t ∂s

∣∣∣∣
s=0


 dt ≤ 0.

Proof. (2) is an immediate consequence of (6.29). For (1), one can obtain it by just

observing the function WF coincides with the map δ
WF

7−→ C|F (n)(T,0) − C|F (n)(T,δ). The

inequality is then obtained taking the derivative of this expression at δ = 0.

7. The generalised Pontryagin Maximum Principle

In this section we want to show that the Principle of Minimal Labour yields a strict

analogue of the classical PMP for a wide class of generalised Mayer problems of higher

order differential constraints of variational type and without the usual restriction of fixed

initial values. The class we consider is characterised by differential constraints of normal

type, which are defined in the next subsection. Immediately after this, we introduce a

generalised version of the classical Pontryagin needle variations and we finally prove the

advertised result.

7.1. Differential constraints of normal type.

As usual, we consider a Mayer problem determined by a triple (K, L,C) with controlled

Lagrangian L of actual order r ≥ 1 and associated controlled Euler-Lagrange equations

of order at most 2r. Let us indicate such a system of differential constraints as

Ej

(
t, qi,

dqi

dt
, . . . ,

d2rqi

dt2r
, ua(t)

)
= 0 , 1 ≤ i ≤ N . (7.1)

By considering appropriate auxiliary variables, say

y1(t) = q1(t) , y2(t) = q2(t) , . . . , yN+1(t) =
dq1

dt
, yN+2(t) =

dq2

dt
, . . . ,

the original system (7.1) can be always transformed into an equivalent system on the

new functions yA(t), which consists only of first order differential equations of the form

GB

(
t, y1, y2, . . . , yÑ ,

dy1

dt
,
dy2

dt
, . . . ,

dyÑ

dt
, ua(t)

)
= 0 , 1 ≤ B ≤ Ñ ′ (7.2)

for some appropriate Ñ -tuples of variables and Ñ ′-tuples of equations, with both Ñ and

Ñ ′ greater than or equal to N . In general, there is not a unique way to reduce the

constraints (7.1) into a form (7.2). For instance, the second order equation on curves

q(t) ∈ Q = (0,+∞)

q
d2q

dt2
+

(
dq

dt

)2

− u(t) = 0 (7.3)

can be reduced not only to the equivalent first order system

y1
dy2

dt
+ (y2)2 − u = 0 ,

dy1

dt
− y2 = 0 , (7.4)
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but also to the system (via the change of variable ỹ1 = q2)

dỹ2

dt
− 2u = 0 ,

dỹ1

dt
− ỹ2 = 0 . (7.5)

We say that the differential constraints (7.1) are of normal type if they are equivalent to

at least one first order differential system (7.2), consisting only of first order equations

in normal form, that is having the form

dyA

dt
= gA(t, yB , ua(t)) , (7.6)

with some smooth function g = (gA) : R×RÑ ×K ⊂ RÑ+M+1 → RÑ . Note that, in the

previous example, the system (7.4) does not satisfy such a regularity assumption, but

(7.5) does. This is good enough for us to consider the (7.3) as a constraint of normal

type.

In case it is possible to transform the original constraints into some of the form (7.6)

in which the gA and the partial derivatives ∂gA

∂yB

∣∣
(t,yB ,u)

have uniform bounds we say that

they are of bounded normal type.

Remark 7.1. In dealing with localised properties of solutions of a set of differential

constraints, using cut-off functions it is in general possible to replace some (possibly

unbounded) smooth functions gA by other functions g′A, coinciding with the gA on an

appropriate compact set and satisfying global bounds for their values and the partial

derivatives ∂gA

∂yB
. This idea is a common tool for extending estimates on solutions of

constraints of bounded normal type to those of more general constraints of normal type.

Consider now the distance function on the family of control curves u, u′ : [0, T ] → K ⊂

RM defined by

dist(u, u′) := measure
{
t ∈ [0, T ] : u(t) 6= u′(t)

}

and denote by ρ a fixed metric on the jet space Jn−1(Q|R)|t=0 of initial values, which

generates the standard topology of such a space. The next lemma is an immediate

consequence of a classical fact on systems of controlled first order differential equations

(see e.g. [2, Prop. 3.2.2]). It gives the main motivation for considering the class of

differential constraints of normal type.

Lemma 7.2. Let (K, L,C) be a defining triple of a Mayer problem with differential

constraints of order 2r of bounded normal type and K ⊂ Jn−1(Q|R)|t=0 a compact subset

in the space of the (n− 1)-jets at t = 0. There exists a constant c, depending only on L,

such that for any two K-controlled curves

γ(U), γ(U
′) : [0, T ] −→ [0, T ] × Q ,

determined by pairs U = (u(·), σ), U ′ = (u′(·), σ′) with σ, σ′ in K, one has

‖γ(U) − γ(U
′)‖C2r−1 ≤ c

(
dist(u, u′) + ρ(σ, σ′)

)
. (7.7)
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7.2. Generalised needle variations.

Let Uo = (uo(·), σo) be a fixed element in K and γ(Uo) : [0, T ] → [0, T ] × Q the

uniquely corresponding K-controlled curve. Pick also a strictly positive time τ ∈ (0, T ),

a point ω ∈ K and two real numbers 0 < k << 1 and 0 < εo small enough so that

[τ − εo − kε2o, τ + kε2o] ⊂ (0, T ). After fixing k and the triple (τ, ω, εo), we may consider

the piecewise continuous map

u(τ,ω,εo) : [0, T ] → K , u(τ,ω,εo)(t) :=





uo(t) if t ∈
[
0, τ − εo

)
,

ω if t ∈
[
τ − εo, τ

)
,

uo(t) if t ∈
[
τ, T

]
(7.8)

and an appropriate associated smooth map ǔ(τ,ω,εo) : [0, T ] → Ǩ with values in the

convex hull Ǩ ⊂ RM of a slightly larger open neighbourhood of K, described as follows.

We assume that ǔ(τ,ω,εo)(t) is equal to u(τ,ω,εo)(t) for all points t in [0, T ] with the only

exception of those in two small intervals of the form [τ − εo − kε2o, τ − εo] and [τ, τ + kε2o]

with k << 1, in which the function ǔ(τ,ω,εo)(t) is required just to take values in Ǩ, with

no further restrictions. We call u(τ,ω,εo) the needle modification of uo at t = τ of ceiling

value ω and width εo. Any associated smooth approximation ǔ(τ,ω,εo) will be called

smoothed needle modification (see Fig. 2 and Fig. 3). There are of course several ways

to build up a smoothed needle modification for a given discontinuous one. Nonetheless,

we assume that a fixed algorithm has been chosen and that each discontinuous needle

modification has a uniquely associated smoothed one.

τ − εo τ T τ−εo−kε2
o

τ+kε2
o T

ω ω

uo(t)
uo(t)

u(τ,ω,εo)

uo(t)
uo(t)

ǔ(τ,ω,εo)

Fig. 2 Needle modification Fig. 3 Smoothed needle modification

From now on, we also assume the following convenient assumption:

The differential problems that determine the K-controlled curves are well defined and

with unique solutions also for the pairs (u(t), σ), in which the initial datum σ is as usual

and u(t) takes values in the convex hull Ǩ of some open neighbourhood of K.

On the basis of this assumption, we may speak of a K-controlled curve γ(U), U = (u(t), σ),

not only when u([0, T ]) is entirely included inK, but also when it is within an appropriate

convex set Ǩ ⊃ K.

In the next definition, the function Σ = Σ(ε, s) is a continuous two-parameters family

of initial data in Jn−1(Q|R)|t=0 satisfying the condition Σ(ε, 0) = σo for each ε ∈ [0, εo].

Definition 7.3. The (generalised) needle variation of the K-controlled curve γ(Uo), cor-

responding to the triple (τ, ω, εo) and led by the family Σ = Σ(ε, s) is the one-parameter
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family of K-controlled variations

Needle(τ,ω,εo,Σ)(γ(Uo)) := { F (τ,ω,ε,Σ) : [0, T ]× [0, 1] → [0, T ] × Q , ε ∈ (0, εo] } , (7.9)

in which the variations F (τ,ω,ε,Σ) are determined as follows. For each ε ∈ (0, εo], let

U (ε,s) = (u(ε,s)(t), σ(ε,s) = σo) be the curve in K, in which:

• the initial data σ(ε,s) are given by σ(ε,s) = Σ(ε, s);

• the one-parameter family of curves u(ε,s)(t) takes values in the convex set Ǩ and is

defined by

u(ε,s)(t) = (1− s)uo(t) + sǔ(τ,ω,ε)(t) , s ∈ [0, 1] . (7.10)

Then, we define F (τ,ω,ε,Σ) as the K-controlled variation

F (τ,ω,ε,Σ)(t, s) := γ(U
(ε,s))(t) .

In the following, given a needle variation Needle(τ,ω,εo,Σ), for each ε ∈ (0, εo] we denote

by µ′(τ,ω,ε,Σ), µ′(τ,ω,ε,Σ) : [0, T ] × [0, 1] → R the functions defined in (6.18), (6.19), by

means of the homotopy F (τ,ω,ε,Σ).

7.3. The generalised Pontryagin Maximum Principle.

We are now ready to prove our announced analogue of the PMP for the class of

generalised Mayer problems with differential constraints of normal type. As in all previous

sections, we still consider a fixed generalised Mayer problem determined by one of the

triples (K, L,C) described in Sect. 4. We start with a preparatory lemma.

Lemma 7.4. Let γo := γ(Uo) be a K-controlled curve and Needle(τ,ω,εo,Σ)(γo) =

{F (τ,ω,ε,Σ), 0 < ε ≤ εo} a needle variation of γo with associated function µ′(τ,ω,ε,Σ) :

[0, T ] × [0, 1] → R as defined in § 7.2. If the Mayer problem has differential constraints

of normal type, the limit limε→0 Pjrτ (γ
(U(ε,s)))

(ω) exist and is equal to

lim
ε→0

P
jrτ (γ

(U(ε,s)))
(ω) = Pjrτ (γ

(Uo))(ω) . (7.11)

Proof. First of all, we recall that, for any ε ∈ (0, εo], the curve of controls U (ε,s) =

(u(ε,s)(t), σ(ε,s) = Σ(ε, s)), s ∈ [0, 1], have all initial data σ(ε,s) in the compact set

Σ([0, εo] × [0, 1]) and all control curves u(ε,s) differ from the control curve uo(t) only

at the points of an interval of measure ε (more precisely, of measure ε + o(ε) since we

are considering smoothed needle variations). Thus, since all of the γ(U
(ε,s)) and their jets

lie in a compact subset of J2r+1(Q|R), by the standard use of cut-off functions described

Remark 7.1 and Lemma 7.2, we have that ‖γ(U(ε,s)) − γ(Uo)‖C2r−1 goes to 0 for ε → 0.

From this the function P
jrτ (γ

(U(ε,s)))
: K → R tends to the function Pjrτ (γ

(Uo)) : K → R.

Theorem 7.5 (Generalised Pontryagin Maximum Principle). Let γo := γ(Uo) be a K-

controlled curve for a generalised Mayer problem with differential constraints of normal

type determined by a triple (K, L,C). A necessary condition for γo to be a solution to

the Mayer problem is that for any Needle(τ,ω,εo,Σ)(γo) = {F (τ,ω,ε,Σ), 0 < ε ≤ εo}

Pjrτ (γo)
(ω)− lim inf

ε→0+

µ′(τ,ω,ε,Σ)(T, 1) − µ′(τ,ω,ε,Σ)(T, 0)

ε
≤ Pjnτ (γo)

(uo(τ)) . (7.12)
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Proof. Let Needle(τ,ω,εo,Σ)(γo) be a fixed needle variation and Z : (0, εo] → R the function

defined by

Z(ε) :=

∫ T

0



∫ 1

0


Y (ε)a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

−
∂2µ′(τ,ω,ε,Σ)

∂t ∂s

∣∣∣∣
(t,s)


 ds


 dt , (7.13)

where, as usual, σ
(s)
t denotes the curve of jets σ

(s)
t = jnt (γ

(U(ε,s))) and the Y (ε)a are the

components of the vector field YF (τ,ω,ε,Σ) in the directions of the ua-axes. We recall that,

due to the particular construction of the homotopies F (τ,ω,ε,Σ),

Y (ε)a(t, s) =
∂u(ε,s)a(t)

∂s
=

∂
(
(1− s)uao(t) + sǔ(τ,ω,ε)a(t)

)

∂s
= ǔ(τ,ω,ε)a(t)− uao(t) (7.14)

and
(
ǔ(τ,ω,ε,Σ) − uo

) ∣∣
[0,T ] \[τ−ε−kε2,τ+kε2]

= 0. Thus the functions Y (ε)a|u(s,ε)(t) are equal

to 0 at the points outside of the rectangle [τ − ε− kε2

2 , τ + kε2

2 ]× [0, 1]. By Theorem 6.6,

a necessary condition for γo to be a solution to the Mayer problem is that Z(ε) ≤ 0 for

any ε ∈ (0, εo] . Hence we have that for any such ε

0 ≥
1

ε
Z(ε) =

1

ε

(∫∫

[0,T ]×[0,1]
Y (ε)a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dtds− (7.15)

−

∫∫

[0,T ]×[0,1]

∂2µ′(τ,ω,ε,Σ)

∂t ∂s

∣∣∣∣
(t,s)

dtds

)
.

From (7.14) the first double integral in (7.15) reduces to the sum

∫ 1

0

∫ τ−ε

τ−ε−kε2
Y (ε)a

∂P
σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dtds+

∫ 1

0

∫ τ

τ−ε

Y (ε)a
∂P

σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dtds+

+

∫ 1

0

∫ τ+kε2

τ

Y (ε)a
∂P

σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dtds=

∫ 1

0

∫ τ

τ−ε

(ωa−uao(t))
∂P

σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dtds+O(ε2) .

From this, we obtain

0 ≥
1

ε
Z(ε) =

∫ 1

0

1

ε



∫ τ

τ−ε

(ωa − uao(t))
∂P

σ
(s)
t

∂ua

∣∣∣∣∣
u(ε,s)(t)

dt


 ds−

−
µ′(τ,ω,ε,Σ)(T, 1) − µ′(τ,ω,ε,Σ)(T, 0)

ε
+O(ε) =

=

∫ 1

0
(ωa − uao(τ))

∂P
σ
(s)
τ

∂ua

∣∣∣∣∣
u(ε,s)(τ)

ds−
µ′(τ,ω,ε,Σ)(T, 1)− µ′(τ,ω,ε,Σ)(T, 0)

ε
+O(ε) =

=

∫ 1

0

∂u(ε,s)a

∂s

∣∣∣∣
t=τ

∂P
σ
(s)
τ

∂ua

∣∣∣∣∣
u(ε,s)(τ)

ds−
µ′(τ,ω,ε,Σ)(T, 1)− µ′(τ,ω,ε,Σ)(T, 0)

ε
+O(ε) =

= P
jnτ (γ

(U(τ,ω,ε)))
(ω)−Pjnτ (γ

(Uo))(uo(τ))−
µ′(τ,ω,ε,Σ)(T, 1)− µ′(τ,ω,ε,Σ)(T, 0)

ε
+O(ε) .

(7.16)

From this and (7.11) the claim follows.
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In order to have a truly helpful theorem, the previous result should be com-

bined with some efficient way to determine the sign of the corrective term

lim infε→0+
µ′(τ,ω,ε,Σ)(T,1)−µ′(τ,ω,ε,Σ)(T,0)

ε
appearing in (7.12). This can be reached

exploiting the next technical lemma.

Lemma 7.6. Let the triple (K, L,C) and the curve γo := γ(Uo) be as in Theorem 7.5.

For any Needle(τ,ω,εo,Σ)(γo) = {F (τ,ω,ε,Σ), 0 < ε ≤ εo} of γo, one has that

µ′(τ,ω,ε,Σ)(T, 1)− µ′(τ,ω,ε,Σ)(T, 0) = C
∣∣
F (τ,ω,ε,Σ)(n)(T,1)

− C
∣∣
γ
(n)
o (T )

−

−

∫ T

0
L
∣∣
F (τ,ω,ε,Σ)(n)(t,1)

dt+

∫ T

0
L
∣∣
γ
(n)
o (t)

dt+

+

∫ 1

0

r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂L

∂qi(δ)

)
(YF )

i
(δ−(ε+1))

∣∣
F (τ,ω,ε,Σ)(n)(T,s)

ds−

−

∫ 1

0

r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂L

∂qi(δ)

)
(YF )

i
(δ−(ε+1))

∣∣
F (τ,ω,ε,Σ)(n)(0,s)

ds . (7.17)

Proof. Let Π and ΠPC be the 1-forms on Jn(Q̂|R) defined by

Π :=

{
1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2−(h′i

β(2))
2−(h′′i

β(2))
2

)
+

+
∑

1≤i≤N
0≤β≤r−1

(
1

2
(hi

β)
2 +

π4

32T 4
(h′i

β)
2 +

π4

32T 4
(h′′i

β)
2

)}
dt , (7.18)

ΠPC := Π + λ
∑

1≤i≤N
0≤β≤r−1

(
hi
β(1)̟

i
β(0) − h′i

β(2)̟
′i
β(1) − h′′i

β(2)̟
′′i
β(1)+

+ h′i
β(3)̟

′i
β(0) + h′′i

β(3)̟
′′i
β(0)

)
(7.19)

(for the definitions of the 1-forms ̟i
β(δ) etc., see (5.20)). Consider the variation F̂ =

F̂ (τ,ω,ε,Σ) in the extended space R× Q̂, which is uniquely associated with one of the F =

F (τ,ω,ε,Σ) belonging to the considered needle variation, as we indicated at the beginning

of Sect. 6.2. Let also denote by X
F̂

and Y
F̂
, the corresponding vector fields in Ŝ =

F̂ ([0, T ] × [0, 1]), as defined in (6.14) and (6.15). Since Π and ΠPC are variationally

equivalent (see definition in Sect. 5.3) and, at each point of Ŝ, the vector field X
F̂

is

tangent to curves of jets of one of the curves in Q̂ determined by the homotopy F̂ , we

have

−

∫ T

0
ΠPC

(
X

F̂

)
|
F̂ (n)(t,1)dt+

∫ T

0
ΠPC

(
X

F̂

)
|
F̂ (n)(t,0)dt =

= −

∫ T

0
Π
(
X

F̂

)
|
F̂ (n)(t,1)

dt++

∫ T

0
Π
(
X

F̂

)
|
F̂ (n)(t,0)

dt =

= µ(τ,ω,ε,Σ)(T, 1) − µ(τ,ω,ε,Σ)(T, 0) +

∫ T

0
L
∣∣
F̂ (n)(t,1)

dt−

∫ T

0
L
∣∣
γ
(n)
o (t)

dt . (7.20)



CONTROL PROBLEMS WITH DIFFERENTIAL CONSTRAINTS OF HIGHER ORDER 35

On the other hand, by the Stokes Theorem

−

∫ T

0
ΠPC

(
X

F̂

)
|
F̂ (n)(t,1)dt+

∫ T

0
ΠPC

(
X

F̂

)
|
F̂ (n)(t,0)dt =

∫ 1

0
ΠPC

(
Y
F̂

) ∣∣
F̂ (n)(0,s)

ds−

−

∫ 1

0
ΠPC

(
Y
F̂

) ∣∣
F̂ (n)(T,s)

ds +

∫∫

[0,T ]×[0,1]
dΠPC(X

F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

dtds (7.21)

We claim that the third summand in the right hand side of (7.21) is 0. Indeed, by the

same arguments of the proof of Lemma 5.2, the differential dΠPC is equal to a sum

of 2-forms that are (a) either identically vanishing on the vector field X
F̂

or (b) have

coefficients that vanish identically along the solutions of the Euler-Lagrange equations

determined by

L′ =

{
1

2

∑

1≤i≤N
0≤β≤r−1

(
(hi

β(1))
2−(h′i

β(2))
2−(h′′i

β(2))
2

)
+

+
∑

1≤i≤N
0≤β≤r−1

(
1

2
(hi

β)
2 +

π4

32T 4
(h′i

β)
2 +

π4

32T 4
(h′′i

β)
2

)}
.

Since we are integrating along the points of the surface Ŝ (whose components hi
β(t),

h′i
β(t), h

′′i
β are solutions precisely to such Euler-Lagrange equations), the claim follows.

From this, (7.20) and (7.21), we obtain

µ′(τ,ω,ε,Σ)(T, 1) − µ′(τ,ω,ε,Σ)(T, 0) +

∫ T

0
L
∣∣
F̂ (n)(t,1)

dt−

∫ T

0
L
∣∣
γ
(n)
o (t)

dt =

=

∫ 1

0
ΠPC

(
Y
F̂

) ∣∣
F̂ (n)(0,s)

ds−

∫ 1

0
ΠPC

(
Y
F̂

) ∣∣
F̂ (n)(T,s)

ds+

+

r−1∑

β=1

N∑

i=1

∫ 1

0

(
h′i

β(3)Y
′i
β(0) + h′′i

β(3)Y
′′i
β(0)

) ∣∣∣∣
F̂ (n)(T,v)

dv .

(7.22)

We now recall that the initial and terminal conditions on the functions hi
β(t), h

′i
β(t), h

′′i
β

have been selected such a way that the three terms of the right hand side of (7.22) are

equal to minus the corresponding integrals along the two “vertical sides” of ∂Ŝ of the

1-form

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ

(
∂
(
L+ dC

dt

)

∂qi(δ)

)
ωi
(δ−(ζ+1)) (7.23)
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(see Remarks 6.3 and 6.4). From this and the fact that the cost function C vanishes

identically on Jn(Q|R)t=0, it follows that

µ′(τ,ω,ε,Σ)(T, 1) − µ′(τ,ω,ε,Σ)(T, 0) = −

∫ T

0
L
∣∣
F̂ (n)(t,1)

dt+

∫ T

0
L
∣∣
γ
(n)
o (t)

dt+

+

∫ 1

0

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ

(
∂L

∂qi(δ)

)
Y
F̂
i
(δ−(ζ+1))

∣∣
F̂ (n)(T,s)

ds−

−

∫ 1

0

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ

(
∂L

∂qi(δ)

)
Y
F̂
i
(δ−(ζ+1))

∣∣
F̂ (n)(0,s)

ds+

+

∫ 1

0

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ
∂

∂qi(δ)

(
dC

dt

)
Y
F̂
i
(δ−(ζ+1))

∣∣
F̂ (n)(T,s)

ds.

(7.24)

We now observe that the fifth summand in (7.24) is equal to the sum along the two

“vertical sides” of ∂Ŝ of the 1-form

βPC :=
dC

dt
dt+

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ
∂

∂qi(δ)

(
dC

dt

)
ωi
(δ−(ζ+1)) .

This 1-form is variationally equivalent to the 1-form β := dC
dt
dt. Hence, by Stokes Theo-

rem and the properties of the variationally equivalent 1-forms

∫ 1

0

r∑

δ=1

δ−1∑

ζ=0

(−1)ζ
dζ

dtζ
∂

∂qi(δ)

(
dC

dt

)
Y
F̂
i
(δ−(ζ+1))

∣∣
F̂ (n)(T,s)

ds =

=

∫ T

0

(
dC

dt

∣∣∣∣
F̂ (n)(t,1)

−
dC

dt

∣∣∣∣
F̂ (n)(t,0)

)
dt+

∫∫

[0,T ]×[0,1]
dβPC(X

F̂
, Y

F̂
)

∣∣∣∣
F̂ (n)(t,s)

dtds =

= C
∣∣
F̂ (n)(T,1)

− C
∣∣
γ
(n)
o (T )

+

∫∫

[0,T ]×[0,1]
dβPC(X

F̂
, Y

F̂
)

∣∣∣∣
F̂ (n)(t,s)

dt ds . (7.25)

Using once again the proof of Lemma 5.2, and that the curves F̂ (n)(·, s), s ∈ [0, 1], have

tangent vectors on which the holonomic 1-forms vanish identically, we obtain that the

double integral in (7.25) reduces to the integral of a linear combination of 2-forms with

coefficients given by the Euler-Lagrange operator applied to the Lagrangian dC
dt
. By

the well-known property that an Euler-Lagrange operator on a total differential gives an

identically vanishing function, we conclude that
∫∫

[0,T ]×[0,1] dβ
PC(X

F̂
, Y

F̂
)
∣∣
F̂ (n)(t,s)

dt ds =

0. From (7.25) and (7.24) the lemma follows.

Corollary 7.7 (Generalised Pontryagin Maximum Principle – II Version). Let (K, L,C)

be as in Theorem 7.5 and for any K-controlled curve γ := γ(U) denote by GoodN(γ) the

class of needle variations Needle(τ,ω,εo,Σ)(γo) = {F (τ,ω,ε,Σ), 0 < ε ≤ εo} of γo, which
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satisfy the following inequality for any ε ∈ (0, εo]

∫ T

0

(
L
∣∣
F (τ,ω,ε,Σ)(n)(t,1)

− L
∣∣
γ
(n)
o (t)

)
dt+

∫ 1

0

(
−

∂C

∂qi(β)
(YF )

i
(β)

∣∣∣∣
F (τ,ω,ε,Σ)(n)(T,s)

−

−
r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂L

∂qi(δ)

)
(YF )

i
(δ−(ε+1))

∣∣
F (τ,ω,ε,Σ)(n)(T,s)

)
ds+

+

∫ 1

0

r∑

δ=1

δ−1∑

ε=0

(−1)ε
dε

dtε

(
∂L

∂qi(δ)

)
(YF )

i
(δ−(ε+1))

∣∣
F (τ,ω,ε,Σ)(n)(0,s)

ds ≥ 0 . (7.26)

A K-controlled curve γo = γ(Uo) is a solution to the Mayer problem only if for any needle

variation in GoodN(γo)

Pjrτ (γo)
(ω) ≤ Pjnτ (γo)

(uo(τ)) . (7.27)

Proof. From Lemma 7.6, if a needle variation satisfies (7.26), then the expression

−µ′(τ,ω,ε,Σ)(T,1)−µ′(τ,ω,ε,Σ)(T,0)
ε

is non-negative for any ε ∈ (0, εo]. From this and Theo-

rem 7.5, the necessary condition (7.27) holds.

7.4. The classical Pontryagin Maximum Principle.

Consider now a classical Mayer problem, i.e. a problem as described in Sect. 2.1.1. Let

us represent the controlled evolutions of the system by curves x(t) = (x1(t), . . . xN
′
(t)),

t ∈ [0, T ], in some RN ′
. They are constrained by the conditions:

(a) x(0) = xo for a fixed initial value xo;

(b) they satisfy the differential constraints dxi

dt
= f i(t, x(t), u(t)).

As pointed out in Sect. 2.1.2, if we add the auxiliary variables p = (p1, . . . , pN ′), impose

that they are solutions to the equations dpi
dt

= −pℓ
∂fℓ

∂xi (t, x(t), u(t)) and set

q1 := x1 , . . . , qN
′
:= xN

′
, qN

′+1 := p1, . . . , q2N
′
:= pN ′ ,

such a classical problem can be considered as a generalised Mayer problem on J3(RN |R),

N = 2N ′ (8) with the defining triple given by:

• the set K of the pairs U = (u(t), σ), in which u(t) is a smooth curve u : [0, T ] → K ⊂

RM and σ = (Ai = xi(0), Bℓ = pℓ(0)) is a 0-th order jet where x(0) = xo and p(0) is

(provisionally) unconstrained.

• the controlled Lagrangian

L(t, qj(β), u
a) := pi

(
xi(1) − f i(t, xi, ua)

)
.

• a cost function C : J3(RN |R) → R which is of actual order r = 0 and coincides on

J3(RN |R)|t=T with a classical terminal cost function, depending just on the coordinates

xi. With no loss of generality, we assume that C depends just on the xi at all points.

8We consider a jet bundle of order 3 just to be sure that (3.2) is satisfied by the actual order r = 1 of

the controlled Lagrangian defined below.
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Such a (generalised) Mayer problem is manifestly of normal type, as defined in Sect. 7.1,

and Corollary 7.7 applies. Let us therefore determine what are the needle variations of

the class GoodN for this setting. First of all, we observe that along any solution of the

controlled Euler-Lagrange equations of this problem, the function L vanishes identically.

Hence, since the actual order r of the Lagrangian is r = 1, the characterising inequality

(7.26) reduces to

C
∣∣
F (τ,ω,ε,Σ)(n)(T,1)

− C
∣∣
γ
(n)
o (T )

≤ −

∫ 1

0
pi
∂xi

∂s

∣∣∣∣
F (τ,ω,ε,Σ)(T,s)

ds+

∫ 1

0
pi
∂xi

∂s

∣∣∣∣
F (τ,ω,ε,Σ)(0,s)

ds .

(7.28)

Here, we denoted by xi = xi(t, s) the component in the xi-direction of the K-controlled

variation F (t, s) = F (τ,ω,ε,Σ)(t, s) of a considered generalised needle variation. We now

observe that

C
∣∣
F (τ,ω,ε,Σ)(n)(T,1)

− C
∣∣
γ
(n)
o (T )

=

∫ 1

0

∂C

∂xi
∂xi

∂s

∣∣∣∣
F (τ,ω,ε,Σ)(T,s)

ds

and xi(0, s) ≡ xio so that ∂xi

∂s

∣∣
F (τ,ω,ε,Σ)(0,s)

= 0. Thus, (7.28) is equivalent to

−

∫ 1

0

(
∂C

∂xi
+ pi

)
∂xi

∂s

∣∣∣∣
F (τ,ω,ε,Σ)(T,s)

ds ≥ 0 . (7.29)

We now recall that we are free to impose any initial condition on the auxiliary variables

pj. Furthermore, by the particular form of the differential constraints on the curves

pj(t), it is certainly possible to determine a family Σ = Σ(ε, s) of initial data for a needle

variation, with the property that the corresponding functions pj(t, s) of the K-controlled

curves of a homotopy F (τ,ω,ε,Σ) satisfy the terminal conditions

pi(T, s) = −
∂C

∂xi

∣∣∣∣
x(T,s)

, (7.30)

provided, of course, that such terminal conditions are satisfied in the first place by the

components pio(T ) = pi(T, 0) of γo(T ). (see also [3, Sect. 5.1]). This and (7.29) has

the following crucial consequence: if γo satisfies pi(T ) = − ∂C
∂xi

∣∣
x(T )

, all of the needle

variations of γo, which are led by a Σ forcing (7.30), are in the class GoodN(γo) described

in Corollary 7.7. In particular, there is a needle variation Needle(τ,ω,εo,Σ)(γo) in the

class GoodN(γo) for any choice of τ ∈ (0, T ], ω ∈ K and εo sufficiently small. Thus, by

Corollary 7.7, a necessary condition for such a curve γo = γ(Uo) to be a solution of the

Mayer problem is that the inequality (7.27) holds for any needle variation as above.

We finally observe that, for the classical Mayer problem considered in this section, we

have Pj1t (γo)
(ua) =

(
pif

i(t, xi, ua)− pix
i
(1)

) ∣∣
j1t (γo)

. Hence, if for each (t, xi, pi) ∈ R×R2N ′
,

we denote by H(t, xi, pi) : K → R the classical Pontryagin function

H(t, xi, pi)(u
a) :=

N ′∑

i=1

pif
i(t, xi, ua) ,

for any needle variation we have Pj1t (γo)
(ωa) = H(t, xi, pi)|γo(t)(ω

a)−
(
pix

i
(1)

) ∣∣
j1t (γo)

. From

this, we immediately derive the following version of the classical Pontryagin Maximum

Principle.
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Corollary 7.8 (Pontryagin Maximum Principle). A K̃-controlled curve γo := γ(Uo),

with components pj(t) satisfying pi(T ) = − ∂C
∂xi

∣∣
x(T )

, is a solution to the Mayer problem

determined by the above described triple (K̃, L,C) only if for any τ ∈ (0, T ] and ω ∈ K ⊂

RM the following inequality holds:

H|γo(τ)(ω) ≤ H|γo(τ)(uo) . (7.31)

8. A discussion of a basic example and some concluding remarks

8.1. Comparison of different approaches to an elementary problem:

the controlled linearised pendulum.

Let x(t) ∈ R, t ∈ [0, T ], be the coordinate which describes the position in time of a

linearised pendulum controlled by a force u(t), that is a dynamical system subjected to

the differential constraint ẍ(t) = −x(t) + u(t). Assume also that the force u(t) is bound

to take values in K = [−1, 1] ⊂ R and that the initial position for the pendulum is

constrained to be x(0) = 0 and the initial velocity ẋ(0) is bound to be in [−vmax, vmax]

for some vmax > 0. We want to discuss the Mayer problem corresponding to finding

a time-dependent force u(t), under which the position x(t) at t = T is maximised or,

equivalently, the terminal cost C(x(T )) := −x(T ) is minimised.

The classical approach to such a problem is the following. First, let us reduce the

differential constraint to a system of first order. This can be done by introducing an

auxiliary variable, i.e. by representing the dynamical system with curves (x1(t), x2(t)) ∈

R2 with x1(t) = x(t) and x2(t) = ẋ1(t). In this way the evolution of the system is

described by curves (t, x1(t), x2(t)), subjected to the differential constraints

ẋ1(t) = x2(t) ,

ẋ2(t) = −x1(t) + u(t) ,
x1(0) = 0 . (8.1)

In these coordinates the terminal cost is determined by the function C(x1, x2) = −x1.

Second, the Pontryagin auxiliary variables p1(t) and p2(t) are introduced and the

evolutions of the system is now described by curves γ(t) = (t, x1(t), x2(t), p1(t), p2(t)) in

R× Q, Q = R4, constrained by the (8.1) and, at the same time, by

ṗ1(t) = p2(t) ,

ṗ2(t) = −p1(t) ,

p1(T ) = − ∂C
∂x1

∣∣
x1(T )

= 1 ,

p2(T ) = − ∂C
∂x2

∣∣
x1(T )

= 0 .
(8.2)

The (8.2) and the (8.1) are uncoupled. This allows to determine explicitly the components

pi(t) for each curve γ(t) = (t, x1(t), x2(t), p1(t), p2(t)). They are

p1(t) = cos(T − t) , p2(T ) = sin(T − t) .

Due to this, for each given γo(t) = (t, x1o(t), x
2
o(t), po1(t), po2(t)) satisfying the above

constraints, the associated Pontryagin function H : K → R takes the form

H(ω) = cos(T − t)x2o(t) + sin(T − t)(−x1o(t) + ω) .
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Then, the usual PMP implies that an optimal control curve uo(t) must satisfy the fol-

lowing conditions:
uo(t) = +1 when sin(T − t) > 0 ,

uo(t) = −1 when sin(T − t) < 0 .

(8.3)

The meaning of this result is the following: for any initial velocity v ∈ [−vmax, vmax], if

u(t) is different from (8.3), there exists at least one needle modification ũ(t) of u(t), such

that the controlled curve determined by the pair Ũ =
(
ũ(t), σ = (x(0) = 0, ẋ(0) = v)

)

has a cost which is smaller than the cost of the curve determined by U =
(
u(t), σ =

(x(0) = 0, ẋ(0) = v)
)
. Thus, if an optimal control (uo(t), σ) exists, it must have uo(t)

as in (8.3). After establishing this, by varying only the initial datum σ (i.e. the initial

velocity vo), it is quite straightforward to find that an optimal control exists and it is

U =
(
uo(t), σ = (x(0) = 0, ẋ(0) = vmax)

)
.

Let us now see how our results offer an alternative way to solve the same problem.

Let us consider just one auxiliary variable, say p, and the controlled Lagrangian on

J5(Q|R)×K, Q = R, K = [−1, 1], of actual order r = 2:

L(t, x, ẋ, ẍ, p, u) := p(ẍ+ x− u) . (8.4)

The corresponding controlled Euler-Lagrange equations are only two and are

ẍ+ x− u = 0 , p̈+ p = 0 . (8.5)

Our problem can be now recognised as the generalised Mayer problem determined by the

triple (K, L,C), where C : J5(Q|R) → R is the smooth function C(j5t (x)) = −x(t) and

K is the set of pairs U = (u(t), σ), given by a control curve taking values in K = [−1, 1]

and initial conditions σ = j5t=0(γ) = (x(0), ẋ(0), ẍ(0), . . . , p(0), ṗ(0), p̈(0), . . .) subjected

to no restrictions except for the value x(0) = 0.

In this setting, given a controlled curve γo = γ(Uo), the condition (7.26), which char-

acterises the needle variations Needle(τ,ω,εo,Σ)(γo) = {F (τ,ω,ε,Σ), 0 < ε ≤ εo} in the class

GoodN(γo) is very simple and we give it in the next formula (8.6), where we denote by

(x(t, s), p(t, s), ẋ(t, s), ṗ(t, s), . . .) the components of the jets homotopy F (τ,ω,ε,Σ)(5)(t, s),

associated with the curve U(s) ∈ K

U(s) =
(
u(t, s), (x(0, s) = 0, p(0, s), ẋ(0, s) = 0, ṗ(0, s), . . .)

)
.

It is ∫ 1

0

(
∂x

∂s

∣∣∣∣
(t=T,s)

− p(T, s)
∂ẋ

∂s

∣∣∣∣
(t=T,s)

+ ṗ(T, s)
∂x

∂s

∣∣∣∣
(t=T,s)

)
ds ≥ 0 . (8.6)

Since we are free to choose any initial condition for the variable p, we may consider a

family Σ = Σ(ε, s) of initial data so that the corresponding functions p(t, s) satisfies the

terminal conditions

p(T, s) = 0 , ṗ(T, s) = −1. (8.7)

For such Σ, the condition (8.6) is automatically satisfied. This means that, for any

choice of τ , ω and εo, the class GoodN(γo) is not empty and contains all needle variations

satisfying (8.7). Note also that (8.7) together with the differential constraint p̈ + p = 0

completely determines the function t 7→ p(t, s) which is

p(t, s) = sin(T − t) for any s . (8.8)
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On the other hand, given a controlled curve γo(t) = (t, xo(t), po(t)) with po(t) as in (8.8),

the corresponding function Pj2(γo) : K → R is

Pj2(γo)(ω) = − sin(T − t) (ẍ+ x− ω) . (8.9)

From the above observations and our Generalised Pontryagin Maximum Principle (Corol-

lary 7.7), it follows that a curve γo(t), determined by a control curve uo(t) is a solution

to our Mayer problem only if it is as in (8.3), as prescribed by the classical approach

a la Pontryagin. As before, this condition completely determines a (non-smooth) opti-

mal control curve uo(t) and, by the same argument of before, it follows that there is an

optimal control and it is the pair (uo(t), σo) with σo := (x(0) = 0, ẋ(0) = vmax).

Remark 8.1. The control curve uo(t) determined via (8.9) is clearly non smooth and

hence not fitting the simplifying assumptions adopted throughout this paper. However,

using the results of this paper and standard approximation techniques, one can rigorously

prove that the above (discontinuous) curve uo(t) is the only measurable control curve,

for which there exists no needle modification corresponding to a curve with a strictly

smaller terminal cost. A detailed proof of this claim is given in [4].

We stress the fact that this second (new) approach to the addressed Mayer problem

involves just one auxiliary variable, instead of the three used in the classical approach. In

fact, the same circle of ideas can easily find solutions to the large class of similar Mayer

problems with one control variable u ∈ [−1, 1], one dependent variable x(t), t ∈ [0, T ],

constrained by a differential problem of order m of the form

m∑

ℓ=0

aℓ
dℓx

dtℓ
= u , x(0) =

dx

dt

∣∣∣∣
t=0

= . . . =
dm−1x

dtm−1

∣∣∣∣
t=0

= 0

with constant coefficients aℓ, and the cost function C = −x. By considering just one

auxiliary variable p and the controlled Lagrangian L(t, x(ℓ), p) := p
(∑m

ℓ=0 aℓx(ℓ) − u
)
,

one can find the optimal control uo(t), t ∈ [0, T ], of such a Mayer problem with the same

arguments of before. It is uo(t) = sign(po(t)), where po(t) is the unique solution to the

differential problem

m∑

ℓ=0

(−1)ℓaℓ
dℓp

dtℓ
= 0 in [0, T ]

with terminal conditions p(T ) =
dp

dt

∣∣∣∣
t=T

= . . . =
dN−2p

dtN−2

∣∣∣∣
t=T

= 0 ,
dN−1p

dtN−1

∣∣∣∣
t=T

= −1 .

(8.10)

Of course, the same solution can be easily found also using the classical approach and

the classical PMP, provided that, instead of the above single auxiliary variable p, one

introduces and handles 2m−1 auxiliary variables: In fact, one needs m−1 auxiliary vari-

ables to reduce the constraint to a system of first order equations, and the m Pontryagin

auxiliary variables pj.

We conclude showing that there exists also a third different approach to the above

linearised pendulum problem. In fact, with no need of auxiliary variables, this problem
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can be immediately seen to be a generalised Mayer problem (in the sense of this paper)

with differential constraints given by the controlled Lagrangian

L : J3(R|R)×K → R , L(t, x, ẋ, u) :=
1

2
ẋ2 −

1

2
x2 + ux , K = [−1, 1] . (8.11)

We now restrict to the cases in which T 6= πk for any k ∈ N. Under this assumption, a

direct inspection of the general solutions of the differential constraints shows that, for a

given control map u : [0, T ] → K, the map

ϕ : R → R , ϕ(v) := x(U)(T ) , U =
(
u(t), σ = (x(0) = 0, ẋ(0) = v)

)
, (8.12)

is surjective (here, as usual, we denote by x(U)(t) the unique solution of the differential

constraints with initial datum σ and control curve u(t)). Due to the particularly simple

form of the cost function, this information immediately leads to the conclusion that if

there exists an optimal control Uo = (uo(t), σo), then the initial velocity must take an

extremal value. However, there is also an enlightening (but longer) argument based on

the generalised PMP yielding to the same conclusion. Using the surjectivity of the map

(8.12), one can see that for v 6= ±vmax and u(t) arbitrary, there exist good needle variation

for any pair (τ, ω) ∈ (0, T )×K, provided that ω is sufficiently close to u(τ). From this and

the explicit expression of the map Pj5τ (γ
(U)) : K → R, it follows that if v ∈ (0, vmax) and if

u(τ) 6= −sign(x(τ)) at some τ ∈ (0, T ), then there is an appropriate needle modification

and an appropriate change of the initial velocity, which gives a curve with a strictly lower

terminal cost. By studying the terminal costs determined by the control curves of the

form u(t) = −sign(x(t)), one concludes (once again) that the desired optimal control

Uo = (uo(t), σo) must have initial velocity vo = ±vmax.

It now remains to look for an optimal control Uo in the restricted family of pairs U =

(u(t), σo) in which the initial value is completely fixed σo = (x(0) = 0, ẋ(0) = ±vmax).

In this subclass, ẋ(0) = vmax is no longer modifiable and there is no way of constructing

good needle variations. Our Corollary 7.7 gives no exploitable condition in this situation.

Thus, the easiest way to conclude is now to go back to one of the previous approaches

and determine explicitly the control curve uo(t) using auxiliary variables. Nonetheless,

with a not so big effort (the details are omitted just for not weighing the reader down),

all terms in (7.12) can be made fully explicit for any needle variation and, from Theorem

7.5, the previously determined optimal control is once again derived.

8.2. Concluding remarks.

In Sect. 8.1 we showed how a very simple case of a control problem with a differential

constraint of higher order can be studied with no need of reducing it to an equivalent

system of first order constraints. The same approach can be adopted in much less trivial

situations. Just to fix the ideas, consider a control problem determined by a differential

constraint of the third order
...
x = f(t, x, ẋ, ẍ, u) (8.13)

with u = (ua) varying in a compact set K ⊂ Rm and terminal cost function C =

C(x(T ), ẋ(T ), ẍ(T )). By introducing a dual variable p, the constraint (8.13) can be
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identified as one of the Euler-Lagrange equations of the controlled Lagrangian

L(t, x, ẋ, ẍ, p, u) := p
(...
x − f(t, x, ẋ, ẍ, u)

)
. (8.14)

Indeed, the Euler-Lagrange equation corresponding to p is precisely (8.13), while the

Euler-Lagrange equation corresponding to x is

∂L

∂x
−

d

dt

(
∂L

∂ẋ

)
+

d2

dt2

(
∂L

∂ẍ

)
−

d3

dt3

(
∂L

∂
...
x

)
=

= p

(
−
∂f

∂x
+

d

dt

(
∂f

∂ẋ

)
−

d2

dt2

(
∂f

∂ẍ

))
+ ṗ

(
∂f

∂ẋ
− 2

d

dt

(
∂f

∂ẍ

))
− p̈

∂f

∂ẍ
−

...
p = 0 .

(8.15)

Given a control curve uo(t) and an initial condition σo, there is a uniquely associated

controlled curve γ(t) = (t, x(t), p(t)), in which x(t) satisfies (8.13) and the initial condition

j2t=0(x) = σo, and p(t) satisfies (8.15) and the terminal conditions

p(T ) =
∂C

∂ẍ

∣∣∣∣
j2
T
(x)

, ṗ(T ) = −
∂C

∂ẋ

∣∣∣∣
j2
T
(x)

− p(T )
∂f

∂ẍ

∣∣∣∣
(j2

T
(x),u(T ))

,

p̈(T ) =
∂C

∂x

∣∣∣∣
j2
T
(x)

+ p(T )
∂f

∂ẋ

∣∣∣∣
(j2

T
(x),u(T ))

− ṗ(T )
∂f

∂ẍ

∣∣∣∣
(j2

T
(x),u(T ))

− p(T )
d

dt

(
∂f

∂ẍ

)∣∣∣∣
(j2

T
(x),u(T ))

.

(8.16)

These conditions are the higher order analogues of the terminal condition (7.30) used

in the classical case of first order differential constraints. In fact, they are specially

designed to make the left hand side of (7.26) equal to 0 for any generalised needle vari-

ation that consists of homotopies of curves satisfying the above two-point boundary

problem (see [4]). This means that any such generalised needle variation is in GoodN(γ)

and that the generalised PMP given by Corollary 7.7 holds at all points of a solution

γ(t) = (t, x(t), p(t)) of the above problem, in perfect analogy with the case of differential

constraints of first order.

We stress the fact that, for each control curve u(t) and associated solution x(t) to

(8.14), the corresponding curve p(t) is completely determined by the terminal conditions

(8.16) and the linear equation (8.15) with time-dependent coefficients. Such linearity of

the equation for p is a general and quite useful fact. Indeed, it holds for any control

problem determined by an r-th order differential system of n equations the form

drxi

dtr
= f i

(
t, xj(t), . . . ,

dr−1xj

dtr−1
, ua(t)

)
, (8.17)

provided that such constraints are coupled with all other Euler-Lagrange equations of

the controlled Lagrangian

L

(
t, xj(t), . . . ,

dr−1xj

dtr−1
, pj , u

a

)
:= pi

(
xi(r) − f i

(
t, xj(t), . . . ,

dr−1xj

dtr−1
, ua
))

. (8.18)

On the other hand, as we mentioned in Remark 8.1, standard approximation techniques

yield to versions of the above generalised PMP that hold under much weaker regularity

assumptions ([4]). We expect that the above described two-point boundary problems

together with such extended versions of the PMP can be helpful also for the direct

computations of the optimal controls under higher order constraints. Investigations on

this aspect are left to future work.
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