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Abstract. Optical Wireless Communication (OWC) is regarded as an
auspicious communication approach that can outperform the existing
wireless technology. It utilizes LED lights, whose subtle variation in ra-
diant intensity generate a binary data stream. This is perceived by a
photodiode, that converts it to electric signals for further interpreta-
tion. This article aims at exploring the use of this emerging technology
in order to control wirelessly industrial robots, overcoming the need for
wires, especially in environments where radio waves are not working due
to environmental factors or not allowed for safety reasons. We performed
experiments to ensure the suitability and efficiency of OWC based tech-
nology for the aforementioned scope and ”in vitro” tests in various Line-
of-Sight (LoS) and Non-Line-of-Sight (NLoS) configurations to observe
the system throughput and reliability. The technology performance in
the ”clear LoS” and in the presence of a transparent barrier, were also
analyzed.

Keywords: Visible Light Communication · Optical Wireless Commu-
nication · Industrial Robots · Performance.

1 Introduction

Autonomous robots are a crucial component of Industry 4.0 [1]. They can be
used in order to improve the speed and accuracy of operations, especially in
warehousing and manufacturing environments. Robots can work alongside with
humans for added efficiency while reducing the employee injury risk in dangerous
environments. To date most of the commercially available robots are supported
by wired consoles that are used to move the robot during its programming stage
while in production its motion is automated. The necessary features that a robot
console should have are joint movements, dead-man button, and emergency stop.
The dead-man button is a switch that is activated or deactivated if the human
operator becomes unable, such as through death, loss of consciousness, or being
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bodily removed from control. The robot is allowed to move until such button is
pressed, once it is released the robot is prevented to move, both by stopping the
motions and by preventing new motions to start. The emergency stop button is
a mushroom-headed red button that, when pressed, will immediately stop the
robot. This is typically implemented in a purely hardware fashion in order to
have a high reliability. The emergency stop uses a communication line that is
separated from the robot manoeuvring communication line. This is done to to-
tally exclude software logic that could impact on the reliability and real-timeness
of this critical feature. Although wired consoles can ensure real-time and reliable
communication they reduce the operator degree of movement hence efficiency.
This is way various wireless console by using Radio Frequency (RF) based so-
lutions have been attempted (e.g., WiFi and Bluetooth). The problem of these
solutions is that they fail to operate in many real industrial factories. This can
be consequence of harsh signal propagation conditions together with interference
with coexisting radio technologies that operate in the same frequency. This may
lead to poor network performance or even failures [2]. The contribution of this
paper is the application of the OWC technology for wireless manoeuvring of
robots in industrial environment.

1.1 Optical Wireless Communication at glance

OWC is a communication standard that operates in the electromagnetic spec-
trum of light, which is 1mm to 10 nm wavelength. A photodiode acts as a
receiver while a light source performs as a data transmitter [3], [4]. OWC can
enhance the data rate capacity of wireless networks, enables energy-efficient com-
munication, and materializes data communication in susceptible environments.
OWC is certain to replace the older radio waves based technology due to the
highly congested radio spectrum, at least in very localized environments such
as supermarkets, offices and industries. Currently various research challenges
such as modulation schemes, throughput and advanced networking are being
investigated to achieve the highest data rates for next-generation communica-
tion [5]. Many OWC-based applications have been developed, including toys, air
conditioners, TV remotes controllers, human sensing, vehicle-to-vehicle commu-
nication, underwater communication and bar code readers. In the near future,
unmanned aerial vehicles (UAVs) will play a significant role in commercial activ-
ities and are expected to make use of OWC technologies besides radio frequency
technologies for stable, secure and high bandwidth communications [6,7]. The
academia and research industry have established the IEEE 802.11bb task group
to modify the existing MAC and physical layer according to OWC [8].

2 Paper contribution

The contribution of this paper is the application of the OWC technology for
wireless manoeuvring of robots in industrial environment. To this ending we
need to address the following basic questions: (i) would OWC have satisfactory
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performance in terms of latency, reliability and throughput when compared to
wired and RF-based wireless communication?; (ii) will these non functional re-
quirements be satisfied in case of a moving operator?; (iii) how can we implement
the dead-man button and emergency stop channel with the highest possible re-
liability?. In order to answer these questions we performed cautious ’in vitro’
experiments to test the latency, reliability and throughput of a prototype OWC
system. After successful completion of the ’in vitro’ settings we replicated the
experiments in real case study scenarios for moving robots inside various farms.
Experiments were performed in various LoS and NLoS configurations to observe
the system throughput and reliability. The technology performance in the ”clear
LoS” and in the presence of a transparent barrier, were also analyzed. We also
analyzed the use of a pointing system for the link to be kept always in opti-
mal conditions and proposed an additional communication channel for a reliable
emergency stop. Our experiments show that OWC based communication can be
used for wireless manoeuvring of robots.

This article can be summarised as follows: Section 3 presents a review of the
most recent and relevant literature, Section 4 presents our experimental setup,
Section 5 provides a detailed analysis of the experimental results and Section 6
concludes the article and offers future research directions.

3 Literature Review

In this section we report various case studies where OWC technology has been
tested.

OWC based vehicle collision avoiding system Intelligent transporta-
tion system and vehicles safety are one of primary concerns of smart city projects
[9,10,11]. The researchers in academia and industry are working to develop ad-
vanced systems that could drastically minimize the rate of accidents [12,13,14].
In order to achieve the preceding goal, OWC has been proposed as a possible
solution because of its properties. First of all it has a huge and unregulated spec-
trum, high transmission capacity, and mature enough LED technology. Many
solutions have been proposed, such as microwave radar systems and short range
radio systems, but all of these architectures suffer from frequency competition
and weather conditions changing. These studies focus on the rear-end collision
scene, that is the most common type of accident.

In [15], the authors have proposed a OWC based prototype to enhance the
safety and efficiency of intelligent transport systems (ITS). In the proposed
methodology, light emitted from the brake lamps of a vehicle can be used to
transmit messages to the following vehicle so that necessary safety measures can
be taken in time. The experimental results show that the prior prototype can
identify hard brakes over a distance of 20 meters and can offer an alert warn-
ing to following vehicles driving slower than 80 km/h. The authors in [16] have
also proposed a OWC based rear-collision avoidance system. The efficiency of
the proposed technique has been verified by implementing different case studies.
In [17], the authors developed a OWC-based V2V communication prototype.
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Various techniques like frequency shift keying (FSK), phase shift keying, and
amplitude shift keying were implemented. Different measuring parameters e.g.,
received optical power, bit error rate (Ber), and received signal voltage were
assessed to characterize V2V communication. The results reveals that 3.5 Mb/s
and 500 Kb/s data rates were achieved over the distances of 0.5 and 15 meters
respectively. The experimental results validated the efficiency of OWC-based
proposed architecture and its importance in V2V communication.

OWC and Underwater Robots Nowadays, OWC is emerging as a method
to provide high data rates and low latency for underwater wireless communica-
tion [18]. The OWC-based systems outperform radio wireless in terms of reach
and bandwidth with the LoS as a prerequisite. The proposed solution to this
problem is to implement a feedback control to direct the light emitters and
detectors to each other.

The system is motivated by the need for wireless communication systems in
the robotic inspection of nuclear reactors, which are permanently underwater.
An approach based on OWC has been pursued due to the significant range and
bandwidth advantages of the technology in this specific environment.

There is an urgent need for a more thorough investigation of underwater
structures as an added safety measure. The need for a pointing system is crucial
as the optical components are inherently directional and require a continuous
LoS to maintain a data link.

The authors in [19] mainly focus on the use of light as a localization medium
via an unusual general strategy, where the light source is integrated into a full
inertial measurement unit for estimation of orientation and position. In this
way, the optical communication system is in a dual-use configuration. The light
signal is both interpreted using a circuit to attain a data signal and analyzed
using different sensors and techniques to gain an estimate of the orientation and
position of the vehicle.

OWC Technology based Robots in Pipelines In the near future, robots
are expected to be employed in pipelines with protracted distances and compli-
cated networks. These robots need to be highly efficient in terms of wireless
communication but the presence of EM interference, Faraday cage effects and
low energy efficiency can undermine their performance in said environment. In
[20], the authors proposed to employ a wheeled robot equipped with a OWC-
based transmitter and receiver to assess their efficacy inside a pipeline. The
attained experimental results are satisfactory as the proposed system is capable
to establish a good communication link and provide illumination inside the pipe.

OWC for Enhanced Control of Autonomous Delivery Robots The
existing robot systems are mainly focused on robot functionality and position
accuracy with fewer concerns about their safety. Regarding robot safety, OWC
shows promising potential. The authors in [21], developed a robot having an
enhanced navigation control system using a joint of navigation sensors and OWC-
based technology using in-building installed LEDs. The proposed robot system
has been tested in a real hospital and shown satisfactory experimental results.
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Fig. 1. The access point. Fig. 2. The TX driver.

4 Experimental setup

In this section we explain all details that are related to our experiments. We
provide hardware, software and strategies chosen together with the motivations
that led to such choices.

Our experiments were performed by using the development kit manufactured
by pureLiFi. It consists of two USB Li-Fi dongles (see Figure 3), two Li-Fi ready
LED lamps and two access points (see Figure 1). The access point (in which is
implemented an infrared receiver) is wired to the lamp via the TX driver (see
Figure 2) and to the rest of the wired network. It acts as a signal modulator and
is responsible for generating the signal the lamp will reproduce.

The dongle is wired to the computer via USB and it has implemented an
infrared transmitter and a visible light photodiode so that it can transmit and
receive data.

Fig. 3. The USB dongle.
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The data link layer of the pureLiFi system is compliant with the 802.11
protocol (CSMA/CA with RTS/CTS and ACK) while its physical layer uses
light has the medium of data communication.

4.1 Reference system architecture

Figure 4 and 5 show the setup we used for our ’in vitro’ experiments. Com-
munication was performed by assuming that a host computer 2 (this simulates
the console) exchanges data with a host computer 1 (this simulates the robot’s
continuous numeric control (CNC)). The continuous numeric control provides
instructions on where and if to move the robot’s joints. The console is connected
with the OWC access point while the CNC is connected with a local router.
Router and access point are connected by means of a local Ethernet cable. We
used this setting in order to emulate the robot controlling scenario.

Fig. 4. The proposed architecture for test setup.

In the ’in vitro’ experiments the wired network was isolated from the traffic,
i.e., only the traffic sent via OWC was observable and we made sure that no light
interference was present. This was not the same in the industrial experiments
where interference was possible.

4.2 Performance measures

Our aim is to estimate reliability in terms of Packet Error Rate (PER), through-
put and Latency. These were evaluated by performing various experiments (e.g.,
LoS and NLoS).
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Fig. 5. The ”in vitro” environ-
ment. Fig. 6. The ”real life” environment.

Packet error rate (PER) estimation. We are interested in evaluating the
PER that is related to the link between the console and the OWC access point.
This can give an estimate on the quality of the light channel under various
conditions. There are various methods for performing PER tests for wireless
networks [22]. On way is to compare the raw data bits that are received by the
OWC access point with the ones that are sent by the consoles. This can allow us
to measure the Bit Error Rate (BER) that can be used in order to estimate the
PER. This is calculated by assuming a uniformly distributed error which can lead
to gross overestimation of PER. Another way to estimate the PER is to count the
number of CRC mismatches at the OWC access point. With the 32-bit CRC used
by the 802.11 standard the probability of undetected erroneous packets is very
small (i.e., 2.3E-10). Both methods (BER and CRC) require a specific vendor
software to get data from the MAC layer. When this is not available, packets
with an unreliable protocol (such as UDP) can be transmitted. The PER can
be obtained by counting the number of missing packets at the router side since
any packets with errors is dropped. We use this technique in order to estimate
the quality of the connection between the OWC access point and the console 4

since no specific vendor software to get OWC MAC layer data was available.
For each time slot Ti (all time slots have equal duration) we have calculated

the average packet error rate PERTi
according to the following formula:

PERTi
=
FA
Ti
− FR

Ti

FA
Ti

where FR
Ti

is the number of frames that were received at the router during

transmission between the console and the router via OWC; FA
Ti

is the total

4 This measure gives a good indication of the OWC to console connection. In fact, the
wired connection between router and OWC has a constant and very low PER.
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number of frames that were sent; FA
Ti
− FR

Ti
is the number of frame that were

not received.
The average error rate PER was calculated according to the following for-

mula:

PER =

∑N
i=0 PERTi

N

where N is the total number of time slots.
The confidence interval of the experiment was calculated in the following

manner:

PER± Z s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. In all graphs we always plot the average in

blue and we always plot the statistics endpoints PER−Z s√
N

and PER+Z s√
N

in red and yellow, respectively. For instance, Figure 7 shows in blue the average
PER, in red the lower endpoint and in blue the upper one.

For each experiment, we have collected several days of data exchange. More
precisely, for each day all packets exchanged during 4.5 hours of communication
between console and OWC have been collected. These have been divided into
chunks of 10 minutes. For each chunk we calculated PERTi

. These have been
averaged together in order to obtain the PER of an experiment.

We have implemented a client UDP program that sends packets to a server
program. Sent and received packets have been counted at the client and server
side, respectively. We have double checked the packet counting by using the
Wireshark packet analyser.

Throughput Throughput is the number of messages that are successfully de-
livered per unit of time. This is consequence of the available bandwidth, quality
of links (error rate) and hardware limitations. Throughput is measured from
the arrival of the first bit from console at the router. This is done in order to
decouple the concept of throughput from the concept of latency. We use a TCP
throughput based estimation where for each time slot Ti the console sends to the
router packets as fast as the hardware will allow. We calculated the throughout
Ri for the time slot Ti by using the following formula:

Ri =
Bi

Ti

where Bi is the total amount of byte that were sent during the time slot Ti.
For each experiments we collected thousands of time slots Ti which were used
to calculate the following average throughput rate R:

R =

∑N
i=0Ri

N
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where N is the total amount of time slots and Ri is the throughout of the
time slot Ti. The confidence interval of the experiment was calculated by using
the following formula:

R± Z s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. Like for the PER, in all graphs we always

plot the average in blue and we always plot the statistics endpoints R − Z s√
N

and R+ Z s√
N

in red and yellow, respectively.

We have implemented a client TCP program that sends packets to a server
program. The client runs on the console while the server at the router. The time
to receive the packets have been taken at the client side. We have double checked
the throughput results obtained by using the Wireshark packet analyser and the
iPerf 3 tool. This is a widely used command-line tool written in C for network
performance measurement. We did not use iPerf only since it might use other
protocols such as TELNET or serial to output the intermediary results at each
interval which might introduce undesired overhead. This may negatively impact
the throughput results.

Latency We use the round-trip time (RTT) in order to estimate the time it
takes for an acknowledgement to be received by the console. More precisely, we
measure the time it takes for 512bytes to be sent by the console to the router
and the related acknowledgement to be received back. We have chosen 512 byte
since it is a sufficient amount of data for controlling the movement of the robots.

For each slot Si we have estimated the average RTTi by applying the follow-
ing formula:

RTTi =

∑j=Ni

j=0 T (Pj)

Ni

where T (Pj) is the round-trip time for the packet Pj and Ni the number
of packet sent for the slot Si (this has been set to a thousand).We have also
calculated the peaksi. This counts the number of packet whose RTT exceeds
the time of 30ms for the slot Si. Exceeding this time is considered no safe when
controlling the arm of a robot.

For each experiment we have calculated the average RTT by using the fol-
lowing formula:

RTT =

∑j=N
j=0 RTTi

N

where N is the number of slots which have been set to a thousand. The total
percentage of peaks was calculated according to the following formula:
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peaks =

∑j=N
j=0 peaksi∑j=N

j=0 Ni

where
∑j=N

j=0 Ni is the total amount of packets sent for all slots.
The confidence interval of the experiment was calculated in the following

manner:

RTT ± Z s√
N

where s is the standard deviation and Z is the confidence interval (0.95 in our
case) and Z s√

N
the margin of error. Like for the PER, in all graphs we always

plot the average in blue and we always plot the statistics endpoints RTT −Z s√
N

and RTT + Z s√
N

in red and yellow, respectively.

We have implemented a client TCP program that sends packets to a server
program. The client runs on the console while the server at the router. The time
to receive the ack on the client side has been recorded every time. We have
double checked the throughput results obtained by using the Wireshark packet
analyser and the TCP-latency tool. This is a command-line tool implemented
in Python that is born from the need of running network diagnosis tasks on
serverless infrastructure (many providers do not include ICMP support).

5 Experiments and test Results

In this section, we describe all experiments that we have performed and we
discuss their results.

5.1 Throughput and PER tests

We performed various experiments in order to observe the variation in through-
put, PER and Latency by changing the following settings: (i) LoS and NLoS;
(ii) the vertical position of the lamp from 0.5m to 5m while keeping the dongle
stationary under the lamp ( horizontal position 0m); (iii) changing the horizontal
position of the dongle from 0m to 2m while keeping the vertical position of the
lamp at 2.5m and 5m from the ground. In line-of-sight the coupled transmitters
and receivers directly ”face” each other while in NLoS the signal is not carried
by the light beam directly but by its reflection.

”In vitro” tests Figures 7 and 8 show the results for LoS tests where the
dongle position varies vertically between 0.5 and 2.5m. This scenario is shown is
Figure 9. As expected, the speed and error rate have opposite behaviour. From
the results, it is evident that as the distance increases, the throughput decreases.
At the test’s poles, the speed dropped by approximately one-third of the peak
value and the error rate is doubled.
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Fig. 7. Throughput for vertical
distance variation, LoS.

Fig. 8. Error rate for vertical distance
variation, LoS.

Fig. 9. Vertical ’in vitro’ scenario
with LoS.

Fig. 10. Horizontal ’in vitro’ scenario
with LoS.
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Fig. 11. Throughput for horizon-
tal distance variation, LoS.

Fig. 12. Error rate for horizontal dis-
tance variation, LoS.

Fig. 13. Throughput for vertical
distance variation, NLoS.

Fig. 14. Error rate for vertical distance
variation, NLoS.

Figures 11 and 12 present the results for LoS tests where the dongle position
varies horizontally (with a fixed vertical distance of 2.5 meters from the light
source). More precisely, the horizontal distance varies between 0 and 1.25m from
the centre of the cone light. This setting is shown in Figure 10. We can observe
that the speed and error rate have diverging responses. At the extreme values of
the test, speed dropped by around three times from the peak performances and
the error rate gets tripled.

Figures 13 and 14 depict the results for NLoS tests where the position of the
dongle varies vertically (the distance is considered from the surface reflecting
light). Figure 15 shows this setting. We can see that the console is faced toward
a reflecting surface. The distance from this surface ( ∆v in Figure 15) is varied
between 0.25m and 1m. Figures 13 and 14 show that at the polar values of the
experiment, speed reduces by approximately one third from the peak value and
the error rate almost doubled. Here the values in terms of throughput are much
lower than the LoS configuration and the error rate is also higher.

Figures 16 and 17 portray the results for the NLoS experiments where the
position of the dongle changes horizontally (the vertical distance is constant and
is 0.2 meters, the nearest possible to the reflected light source so that the reflec-
tion of the infrared light can reach the access point). Considering the extreme
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Fig. 15. Vertical ’in vitro’ scenario with NLoS.

Fig. 16. Throughput for horizon-
tal distance variation, NLoS.

Fig. 17. Error rate for horizontal dis-
tance variation, NLoS.

values of the attained results (Figures 16 and 17), the speed becomes almost half
of the peak value and the error rate exceeds the threefold.

Experiments inside the farms The first noticeable outcome of farm exper-
iments was that the NLoS experiments inside all farms were not possible since
communication links simply failed to establish. The distances involved were to
large (see Figure 6) thus the reflection of the light source was too weak to be
received at the OWC access point.

The experiments inside the farms were only performed by varying the hori-
zontal distance from the center of the light cone. The operator’s console would
be around 1.5 meters from the ground in the best case while the lamp was about
5 meters from the console. This was the height of all the warehouse ceiling where
the experiments were performed. Two types of experiments were conducted, in
one case the console and the lamp were in LoS without any obstacle in between
(see Figure 18). In the second case a transparent barrier during between the
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Fig. 18. Experiments inside the
industry with LoS.

Fig. 19. Experiments inside the indus-
try with a transparent obstacle in the
middle

Fig. 20. Throughput for horizon-
tal distance variation in LoS test.

Fig. 21. Error rate for horizontal dis-
tance variation in LoS test.

OWC communication and the console was placed (see Figure 19). This was done
in order to simulate a plexiglass material that could separate the operator and
the robot. The addition of the transparent barrier definitely affected the packet
error rate and the throughput but real time (i.e., response time) within certain
time limit can be still ensured.

Figure 20 and 21 show the throughput and the packet error rate when the
dongle position varies horizontally from 0 to 2m and no obstacle is used. It is
worth noticing that the throughput almost halved when compared to the ’in
vitro’ experiments of Figures 11. This is because the height of the lamp doubled
(from 2.5m to 5m). It is also worth noticing that the packet error rate increased
approximately by 50% when compared to the ’in vitro’ experiments of Figure
17.

Figures 22 and 23 show the throughput and the packet error rate in the
presence of transparent plexiglass barrier between the console and the lamp.
The position of the dongle varies horizontally from 0 to 2m. The throughput
drops by about 25% and the error rate increase of 20%. This is consequence of
the plexiglass introduction.
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Fig. 22. Throughput for horizon-
tal distance variation in LoS case
test when plexiglass acts as com-
munication obstacle.

Fig. 23. Error rate for horizontal dis-
tance variation in LoS case experiment
when plexiglass is inserted as commu-
nication barrier.

5.2 Latency tests

Scenario Average(ms) Lower(ms) Upper(ms) Peaks

LoS 1 7,7124 7,7038 7,721 897 10−7

LoS 2 7,7516 7,4248 7,7608 901 10−7

NLoS 3 7,7582 7,7461 7,7703 900 10−7

Table 1. RTTs test ”in vitro”.

”In vitro” tests We have tested the latency our ’in vitro’ scenarios by using
the following three scenarios: (Los 1) the height of the lamp is 2.5m while the
horizontal distance ∆h is 0m (see Figure 9); (Los 2) the height of the lamp
is 2.5m while the horizontal distance ∆h is 1.2m (see Figure 9); (NLos 1) the
height of the lamp is 2.5m while the horizontal distance is 0m (see Figure 15),
the console has no line of sight with the OWC lamp and faces a surface at
distance ∆h = 0.25. The latency results of these scenarios are shown in Table
1. We can see that for all scenarios the response time is always very low. This is
consequence on the very small amount of data that is sent for each packet (512
byte) and its periodicity (every 100ms). We can also notice that in all scenarios
that we have considered there is always a good throughput and a low PER (see
Section 5.1 for details). It is worth noting that the percentage of packets that
exceeds the 30ms (that is the peaks) is extremely low in all scenarios.

Real-life environment test We have tested the latency also for our industrial
case study by using the following two scenarios: (Los 1) the height of the lamp
is 5m while the horizontal distance ∆h is 2m (see Figure 17); (Los 2) the height
of the lamp is 5m while the horizontal distance ∆h is 2; a plexiglass between
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Scenario Average(ms) Lower(ms) Upper(ms) Peaks

LoS 1 7,7337 7,7194 7,7479 908 10−7

LoS 2 7,7762 7,7619 7,7904 907 10−7

Table 2. RTT tests in real-life environment.

console and lamp is added (see Figure 19). The latency results of these scenarios
are shown in Table 2. We can see that in all scenarios the response time is always
very low and the results obtained are equal to the ’in vitro’ scenario.

5.3 Discussion

Our research questions were positively answered. The Light tecnonology has sat-
isfactory performance in terms of latency, reliability and throughput when com-
pared to wired and RF-based wireless communication inside factories. While our
experiments show that was possible to manoeuvre robots by using OWC, they
also showed that WiFi could not be used because of various forms of interference.
This lead to poor reliability and throughput.

Thanks to the high reliability of the light channel the dead-man button could
be implemented. We recall that this is a switch that is activated or deactivated
if the human operator becomes unable, such as through death, loss of conscious-
ness, or being bodily removed from control. The robot is allowed to move until
such button is pressed, once it is released the robot is prevented to move. The
man dead button was impossible to implement over WiFi.

6 Conclusion and Future Work

We conducted various experiments to observe the suitability and efficiency of
OWC based technology for antopomorphous robots control in industrial envi-
ronments. The tests have shown overall satisfying results. In the ”in vitro” tests,
where the hardware was in the working range specified by the manufacturer,
throughput and reliability tests have always shown acceptable results in LoS
configuration. The real-life environment based tests presented satisfactory re-
sults in the assumed configurations. From the performance comparison between
the ”clear LoS” and the plexiglass tests, it’s evident that a transparent obstacle
is not that much of high concern for the technology, but it is highly preferable to
have a clear LoS. As for the real-timeness tests are concerned, they have shown
very good results as the latency peaks are very few and the average latency is
very low, hence making OWC a very good candidate for this kind of application.

We achieved all the proposed objectives, though for this kind of application
there is the need for a specific implementation in order to make it usable when
bigger distances are in play.
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6.1 Future developments

In future research work, we aim to take measurements regarding light intensity
using available hardware, so that can be sized a new hypothetical system which
can be developed for simulation purposes. After the simulation phase, will be
conducted an estimate of the hardware needed to build a prototype. Then will
be built a prototype that implements the additional safety channel and a point-
ing system analogous to the one described in 3. Regarding the safety channel
its communications will be processed separately from the motion’s in order to
respect industrial standards regarding safety and for the system to be as robust
as possible, as this is the most critical feature in this application. We are also
planning to implement a pointing system. This is deemed as necessary in or-
der to offer the operator the highest degree of movement while maintaining the
optical link’s quality as close as possible to the best conditions.
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