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A B S T R A C T

Wireless Sensor Networks (WSNs) are crucial for implementing the Internet of Things (IoT)
vision. A WSN can include distributed devices that can be battery powered, have a small amount
of memory, have limited CPU processing capabilities and limited transmission range. WSNs are
categorised into two main types that are homogeneous and heterogeneous. Homogeneous WSNs
are composed of nodes that are all equal while heterogeneous ones are composed of nodes that
can have different transmission rate and different initial energy. Collecting data in an energy
efficient manner is one of the main goals when building wireless sensor networks since devices
are battery powered and battery replacement can be difficult or impossible to be performed.
Clustering protocols are one of the main approaches that have been used in order to collect data
in an energy efficient way. A clustering protocol groups nodes into a set of clusters. Each cluster
has a representative node that is referred to as Cluster Head (CH). This collects data from its
cluster members and forwards them to an external Base Station, possibly in a multi-hop way
among cluster heads. A rotation strategy for electing the cluster head is often used together with
clustering in order to prolong the network lifetime. Rotation eliminates the overhead traffic
that is needed for leader election and cluster formation since the old cluster heads directly
designate new ones. In this work, we describe an Optimum Rotation Scheduling (ORS) that
uses Integer Linear Programming in order to find the optimum rotation strategy. ORS assumes
the WSN clusters are already formed by using some clustering protocol. A novel integer linear
programming formulation is then used in order to define a cluster head rotation that produces
the optimum cluster lifetime. Comparisons with existing heuristics and the provided optimum
are then shown and discussed by means of extended simulations involving both homogeneous
and heterogeneous WSNs.

. Introduction

The Internet of Things (IoT) is a technological innovation that allows the interconnection of distributed devices. This intercon-
ection enables innovative applications [2,3] such as smart cities, smart retails, smart industry and connected cars. Wireless Sensor
etworks (WSNs) are an essential part of IoT systems. WSNs can be viewed as a virtual skin that senses the physical environment,
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generates the related data which are transmitted inside the IoT system. WSNs data are usually forwarded via a gateway system (also
referred to as Base Station, BS) to a centralised infrastructure where are stored and analysed.

A WSN is composed of distributed nodes that have limited memory, low CPU processing capabilities and are battery powered.
SNs can be either homogeneous or heterogeneous. Homogeneous WSNs include nodes that are all equal while heterogeneous ones

nclude nodes that can have different transmission rate and different initial energy. Collecting data in an energy efficient manner is
ne of the main goals when building WSNs since devices are battery powered and battery replacement can be difficult or impossible
o be performed. Clustering protocols are one of the main approaches that have been used in order to collect data in an energy
fficient way. A clustering protocol groups nodes into a set of clusters. Each cluster has a representative node that is referred to as
luster Head (CH). This collects data from its cluster members and forwards them to an external BS, possibly in a multi-hop way
mong cluster heads. Clustering protocols usually include the following phases: (i) cluster head election and cluster formation where
luster heads are elected and each node joins a cluster head (i.e., clusters are formed); (ii) network operation phase where sensor
ata reach a centralised BS. Cluster head election and cluster formation phases can be repeated over the time in order to balance
he energy consumed for playing the cluster head role.
Rotation strategy [4–9] for electing the cluster head is often used together with clustering in order to prolong the network lifetime.

otation eliminates the overhead traffic that is needed for leader election and cluster formation since the old cluster heads directly
esignate new ones. Rotation assumes that clusters are already formed. This can be done by using static [10,11] or dynamic [4–7]
pproaches. More precisely, rotation can enhance the network lifetime of static clustering protocols where clusters are formed at the
eginning. Rotation can be also used in dynamic clustering protocols to reduce the overhead messages that are needed for periodic
H election and cluster formation phases. An energy model [10–16] is usually used in order to determine a static rotation schedule
hen rotation is combined with static routing. In this context, energy models usually provide an estimate of energy consumption

n average conditions such as average distance amongst member nodes or cluster heads, simplified clustering structure (e.g., virtual
rids). These simplified settings can lead to rotation schedules that have poor lifetime performance when the average settings are
ot representative. Dynamic clustering protocols have clusters that vary over the time and rotation is usually performed by using
euristics [4,7,17].

This paper proposes a novel Optimum Rotation Scheduling (ORS). This assumes the WSN clusters have been already formed
sing either a static or dynamic clustering protocol. ORS assumes one-hop clustering where all cluster heads directly communicate
ith the BS. This is an initial and essential step that allows us to validate the effectiveness of our strategy and then possibly extend

t in the future for the multi-hop case. Moreover, considering the one-hop clustering also allows a fair comparison with one of the
ost referenced protocols in the field, that is LEACH [18].

Our ORS is based on a novel Integer Linear Programming formulation. More precisely, ORS computes the number of times each
ode can play the cluster head role and the member role. This allows each node to play the CH role a certain amount of time and
hen delegates the next member node to play the CH. This delegation is done without the need of any addition cluster head election
r cluster formation thus without the need of any overhead messages. ORS provides an optimum cluster lifetime when first node
ie (FND) lifetime measure is considered. FND assumes that a WSN dies when the first node (of any cluster) completely depletes its
nergy.

We have compared ORS with the state of art clustering protocols and we have obtained an increase of around 20% in lifetime.

.1. Outline

The remaining of this paper is structured as follows: Section 2 describes the Network and Radio models that have been used;
ection 3 described the ORS Integer Linear Programming formulation that provides an optimum rotation schedule; Section 4 presents
he related literature; Section 5 outlines all heuristics our ORS is compared with; Section 6 reports and comments on extended
imulations that compare ORS with various heuristics, including LEACH; finally, Section 7 provides the conclusions and describes
uture works.

. Radio and network models

This section details the network and radio models that have been considered.

.1. Radio model

In this paper, the LEACH [18] energy consumption model has been used. This is a commonly adopted model [4,7,15,19] which
akes into account free space and multi path channel effects. Sensor nodes have a transceiver circuitry that consume 𝐸𝑒𝑙𝑒𝑐 = 50
J/bit. Moreover, a sensor consumes additional energy, namely the amplification energy 𝐸𝑎, that is subject to the distance 𝑑 from
he sender to the receiver. More precisely, when 𝑑 < 𝑑0 = 75 m a free space model is assumed and 𝐸𝑎 becomes 𝐸𝑓𝑠 = 10 pJ/bit/m2.

hen 𝑑 ≥ 𝑑0 = 75 m a multi-path model is assumed and 𝐸𝑎 is equal to 𝐸𝑚𝑓 = 0.0013 pJ/bit/m4. Eq. (1) is the energy a node spends
n order to send 𝑘 bits at distance 𝑑. Eq. (2) defines the energy that is needed in order to receive 𝑘 bits. The exponent 𝑛 is 2 for the

free space model and 4 for the multi-path one.

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘(𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑎𝑑
𝑛) (1)

𝐸 (𝑘) = 𝑘(𝐸 ) (2)
2

𝑅𝑥 𝑒𝑙𝑒𝑐
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2.2. Network model

Nodes are not mobile and are assumed to be uniformly distributed in a two dimensional square field. All nodes have the same
ggregation and processing capabilities. Each node has a unique network identifier and can dynamically vary its transmission range
epending on the distance of the receiver. The BS is not mobile and is located outside the WSN field. The BS is not battery constrained
nd has much more CPU processing power and memory when compared with WSN nodes.

This work uses the LEACH communication model [18] where all CHs can directly reach the BS. We use the round model in order
o define the delivery of the data from the sensor nodes to the BS. In this model, each member node sends its reading data to its
H. Each CH gathers the readings from each member node, performs data aggregation (if any) and forwards its data to the BS.
ore precisely, a round starts from the collection of sensor readings from each member node and ends when all CHs have sent their

ggregated data to the BS. The data traffic generated by the member nodes is often referred to as intra-traffic communication while
he traffic generated by the CHs to BS communication is referred to as inter-traffic communication.

The WSN heterogeneity model is inspired by the work in [17] where sensors can have different initial energy and different
ending rate. The notation 𝑇 (𝑖) and 𝐸𝑚𝑎𝑥𝑖 is used in order to denote the number of bits the member node 𝑖 sends to its CH during a
ound and the node initial energy, respectively. In the rest of the paper, 𝑁 is used to denote the set of all nodes that are inside the
SN and 1 … 𝑛 denote elements in 𝑁 . The notation 𝑐ℎ is used to denote a node in 𝑁 that is playing the cluster head role while 𝑀𝑐ℎ

denotes a set of member nodes that share the same cluster head 𝑐ℎ. It is worth mentioning that 𝑀𝑐ℎ is a subset of 𝑁 that includes
all member nodes that forward data to 𝑐ℎ but 𝑀𝑐ℎ does not include the cluster head 𝑐ℎ itself. The notation 𝐶𝑅 is used to define a
cluster i.e., all member nodes plus its cluster head.

In the rest of this section, we formally define the amount of bits that are sent during intra-traffic and inter-traffic communication.
These definitions are used in order to define the energy that is spent by a node when is playing the cluster head and the member
role.

𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) =
∑

𝑖∈𝑀𝑐ℎ

𝑇 (𝑖) (3)

Eq. (3) defines the intra-traffic communication 𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ). This specifies the amount of bits that are received by the cluster head
𝑐ℎ during a round. 𝑇 (𝑖) is used to denote the transmission rate of a member node 𝑖.

𝑇𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) = 𝑚𝑎𝑥([𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) + 𝑇 (𝑐ℎ)](1 − 𝐴𝑅),𝑀𝑚𝑖𝑛) (4)

Eq. (4) specifies the inter-traffic communication that is generated by a cluster head 𝑐ℎ. This is the amount of bits that a cluster
head 𝑐ℎ sends to the BS during a round where 𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) is the intra-traffic communication that is defined in Eq. (3), 𝑇 (𝑐ℎ) the
transmission rate of the cluster head 𝑐ℎ, 𝐴𝑅 defines the aggregation rate and 𝑀𝑚𝑖𝑛 defines a constant. This specifies the minimum
amount of inter-traffic communication (i.e., the minimum amount of bits) a CH must send to the BS. More precisely, as soon as 𝑐ℎ
receives 𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) bits from its members and adds its data 𝑇 (𝑐ℎ), 𝑐ℎ performs aggregation. This results in a certain amount of bit
that cannot be less then the constant 𝑀𝑚𝑖𝑛. We can notice that 𝑐ℎ sends a minimum amount of inter-traffic 𝑀𝑚𝑖𝑛 when the constant
𝐴𝑅 is set to 1 while all data received by its member nodes are forwarded without any aggregation when 𝐴𝑅 is set to 0. In our
experiments 𝑀𝑚𝑖𝑛 is set to 1024 and 512.

We can now define the amount of energy a cluster head 𝑐ℎ consumes during a round by using the following equation:

𝐸𝐶𝐻 (𝑐ℎ) = 𝐸𝑅𝑥(𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ)) + 𝐸𝑇𝑥(𝑇𝑖𝑛𝑡𝑟𝑎(𝑐ℎ), 𝑑𝑐ℎ,𝐵𝑆 ) (5)

where 𝐸𝑅𝑥(𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ)) is the amount of energy 𝑐ℎ consumes for receiving the intra-traffic 𝑅𝑖𝑛𝑡𝑟𝑎(𝑐ℎ) bits while 𝐸𝑇𝑥(𝑇𝑖𝑛𝑡𝑟𝑎(𝑐ℎ), 𝑑𝑐ℎ,𝐵𝑆 )
is the amount of energy 𝑐ℎ consumes to send the inter-traffic data to the base station. The notation 𝑑𝑐ℎ,𝐵𝑆 is used in order to denote
he distance between the ch and the BS.

We can also define the energy a node 𝑖 in 𝑀𝑐ℎ consumes for playing the member role as follows:

𝐸𝑚(𝑖, 𝑐ℎ) = 𝐸𝑇𝑥(𝑇 (𝑖), 𝑑𝑖,𝑐ℎ) (6)

𝐸𝑇𝑥 is defined by Eq. (1) where it is clear that the distance between the member 𝑖 and its cluster head 𝑐ℎ (i.e., 𝑑𝑖,𝑐ℎ) affects the
nergy consumption of the sender (in this case the member node).

. Integer linear programming formulation

When considering clustering protocols, one usually has to face with different phases, as follows:

1. cluster head election and cluster formation — in the cluster election phase CHs get elected. Afterwords, in the cluster formation
phase, nodes that are not cluster heads join a CH. Effectively, this phase partition the WSN into a set of clusters {𝐶𝑅1,… , 𝐶𝑅𝑛}
where each cluster 𝐶𝑅𝑘 has a cluster head 𝑐ℎ𝑘;

2. network operation — in this phase, sensors collect data and, accordingly with the round model, send them to the cluster heads,
which in turn deliver them to the BS;

3. rotation (if any) — in this phase, the cluster head changes within each cluster according to some policy. Usually, the current
cluster head delegates one of its joint nodes to substitute it in the role of cluster head.
3
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Fig. 1. One-hop clustering before and after rotation.

Various clustering protocols [7,19,20] repeat the cluster head election and cluster formation phase after each round. This allows
to balancing the energy consumed in order to perform the cluster head role. Effectively, at each round 𝑡 (with 𝑡 = 1,… , 𝑇 ) these
protocols create a new partition {𝐶𝑅1𝑡,… , 𝐶𝑅𝑛𝑡} where each cluster 𝐶𝑅𝑘𝑡 has a newly elected cluster head 𝑐ℎ𝑘𝑡. The WSN will die
at time 𝑇 when there exists a sensor that has not enough energy to play the CH or member role. When the rotation phase is used,
the partition is formed only once at the beginning and does not change anymore. The current cluster head directly designates one
of its members as new CH. In other words, the same partition {𝐶𝑅1,… , 𝐶𝑅𝑛} will be kept throughout all rounds 𝑡 (with 𝑡 = 1,… , 𝑇 )
while each cluster 𝐶𝑅𝑘 at round 𝑡 has a new cluster head 𝑐ℎ𝑘𝑡 which is designated by the previous cluster head 𝑐ℎ𝑘𝑡−1. Rotation
reduces the overhead of cluster head elections and cluster formation, and improves the first node die life time measure. In Fig. 1, it
is shown a clustered WSN where rotation is applied. In particular, the figure shows a possible change occurred in the cluster heads
roles, even thought clusters do not change.

Rotation can be realised by means of a mathematical model by which a predetermined schedule is evaluated according to the
expected traffic. In particular, we define the Optimum Rotation Scheduling (𝑂𝑅𝑆) by means of an Integer Linear Programming (ILP)
formulation in order to find the optimum rotation. Our 𝑂𝑅𝑆 can be applied as follows:

1. the initial WSN clustering is performed, that is, the partition {𝐶𝑅1,… , 𝐶𝑅𝑛} is calculated and a cluster head for each cluster
is elected;

2. 𝑂𝑅𝑆 is applied to each cluster 𝐶𝑅𝑘 in order to find the optimum scheduling, that is, for each node 𝑖 in 𝐶𝑅𝑘 we find the
number of times 𝑖 needs to play the cluster head role and the member role;

3. each node 𝑖 receives its schedule;
4. each cluster head performs the number of rounds planned in its schedule and then delegates one of its members as new CH.

In the following we describe the ORS formulation.

𝑥𝑖𝑡 =

{

0 node 𝑖 is member node at round 𝑡
1 node 𝑖 is CH at round 𝑡

(7)

Eq. (7) defines a binary variable 𝑥𝑖𝑡 that is a representation of the role of node 𝑖 at round 𝑡. It is 0 if 𝑖 is not a cluster head at
time 𝑡 (i.e., 𝑖 is a member node), 1 otherwise (i.e., 𝑖 is cluster head at time 𝑡).

𝑧𝑡 =

{

0 if the cluster is dead at time 𝑡
1 if the cluster is still alive at time 𝑡

(8)

Eq. (8) defines a binary variable 𝑧𝑡 that represents the activity of the cluster 𝐶𝑅 at round 𝑡. In particular, when 𝑧𝑡 = 0, it means
there is at least one node in 𝐶𝑅 which has not enough energy to play the member role, or that none of the nodes within 𝐶𝑅 has
enough energy to play the cluster head role. In such cases, we say the cluster is dead. When 𝑧𝑡 = 1, instead, we say the cluster is
still alive, i.e., all the nodes have enough energy to play the member role and at least one of them can play the cluster head role.
4



Internet of Things 22 (2023) 100757L. Mostarda et al.

t

l
t

In the following, we define our Optimum Rotation Scheduling (𝑂𝑅𝑆):

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

max
𝑇
∑

𝑡=1
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(i)
𝑡

∑

𝑡=1

⎛

⎜

⎜

⎜

⎝

𝐸𝐶𝐻 (𝑖) ⋅ 𝑥𝑖𝑡 +
∑

𝚤∈𝐶𝑅
𝚤≠𝑖

𝐸𝑚(𝑖, 𝚤) ⋅ 𝑥𝚤𝑡

⎞

⎟

⎟

⎟

⎠

≤ 𝐸𝑚𝑎𝑥𝑖 +𝑀 ⋅ (1 − 𝑧𝑡), 𝑡 = 1… 𝑇 , 𝑖 ∈ 𝐶𝑅

(ii) 𝑧𝑡 =
∑

𝑖∈𝐶𝑅
𝑥𝑖𝑡, 𝑡 = 1… 𝑇

(iii) 𝑧𝑡+1 ≤ 𝑧𝑡, 𝑡 = 1… 𝑇

(9)

The goal is to maximise the lifetime of each cluster, thus the lifetime of the whole WSN. In particular, we consider the first node
die (FND) lifetime measure. FND assumes that a WSN dies when the first node (of any cluster) completely depletes its energy.

In particular, constraint (9).(i) guarantees that each sensor has not depleted all its energy. In fact, in each round 𝑡, the amount
of energy spent until this time by the sensors to play the cluster head role and the member role is less than the energy initially
assigned to the node (i.e., 𝐸𝑚𝑎𝑥𝑖 ). The variable 𝑥𝚤𝑡 is 1 when the node 𝚤 is cluster head at time 𝑡, 0 otherwise. The usage of quantity
𝑀 × (1 − 𝑧𝑡) in the inequality is a ‘trick’ to ensure that the constraint (9).(i) remains true when the cluster dies (i.e., 𝑧𝑡 = 0).

Constraint (9).(ii) guarantees that, at each round 𝑡, only one node plays the cluster head role whereas all other sensors within
he same cluster play the member role.

Constraint (9).(iii) guarantees that once a cluster is dead, it remains as such from there on. This means that either there is at
east a node without enough energy to play the member role, or all the sensors within the cluster have not enough energy to play
he CH role. Since senors are battery powered, once 𝑧(𝑡) becomes zero, it cannot change its value in subsequent runs.

4. Related work

The rotation technique has been widely exploited in the literature in order to make a uniform consumption of the energy among
the nodes composing a WSN and consequently to extend its lifetime, measured in terms of first node die. A discussion about various
approaches faced so far is now reported.

The selection of the cluster head with a rotation strategy has been proposed in [10]. The paper assumes that the WSN is organised
in concentric annuli. Nodes inside an annulus can be elected as CH in a preliminary election with high probability. As we do assume,
clusters are created only once, at the beginning of the process, and then a rotation is applied until the first node dies. The rotation
with respect to the CH role is accomplished after a fixed number of rounds, evaluated according to a mathematical model that takes
into account the average energy consumption required to play the role of cluster head or member.

In [11], clustering is accomplished according with an Area-Partitioning strategy. Again, the WSN is statically visualised
by concentric annuli. There are actually three different strategy to accomplish rotation for cluster heads. According to some
precomputed threshold, the rotation is realised in a static or dynamic fashion. In fact, either it is accomplished according to a fixed
scheme, or an adaptive schedule is considered when the energy consumption gets lower than the fixed threshold, hence considering
the residual energy of the nodes.

In [21], heterogeneous WSNs are considered, and a clustering protocol based on the Energy-Coverage Ratio is proposed. The
number of clusters is chosen according to an energy consumption model in order to minimise the energy required to cover the
area of interest. Consequently, CHs are chosen so as to maximise the coverage. Reasonably, cluster heads that have consumed too
much energy to play their role become members in the subsequent interaction. The membership to a cluster is realised by simply
considering the cluster head that minimise the distance.

An unequal clustering strategy based on feedback mechanisms, named FMUC, has been proposed in [15]. FMUC subdivides the
WSN into virtual layers according to a mathematical model. This realises a uniform distribution of the ratio between the energy
consumption and the total energy initially associated with each layer. Each cluster is associated with a layer and its size is chosen
according to the energy consumption ratio of each layer. The feedback mechanism is realised by the cluster heads that send to the
BS the size of their clusters. Once the BS has collected all such values, these are then broadcast to all the nodes. However, such data
are processed just by the cluster heads that consequently can update their competition radius in order to participate in subsequent
CH elections.

In [4–7], the rotation to play the CH role is more adaptive. In particular, heuristics have been used that consider various
parameters. These may include the residual energy of the nodes, the rate of transmission of a node, or the initial energy associated
with a node.

The clustering algorithm HEED [19] has been improved in [4] in terms of WSN lifetime. Such an improvement has been realised
by including a rotation strategy to HEED. In particular, by starting from the clustering obtained by applying HEED, a rotation
mechanism has been included for the election of new cluster heads that takes into account the residual energy of the nodes.

Similarly to the above process, the clustering algorithm UHEED [22] has been improved in [7] in terms of WSN lifetime. Such
an improvement has been realised by including a rotation strategy to UHEED. In particular, by starting from the clustering obtained
by applying UHEED, a rotation mechanism has been included for the election of new cluster heads each time a node has completely
5

drained its battery.
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Another interesting approach for rotation has been proposed in [5]. It evaluates a threshold for rotation based on the current
nergy load of the cluster head. In this way, the risk for premature depletion of the energy owned by CHs is reduced. Actually,
lusters are also split when no member has enough energy to play the CH role.

To a more general extent, clustering protocols usually take decisions on the bases of estimations of the energy required to
ccomplish the required communications. Such estimations are in turn based on values that do not represent the actual scenario. In
act, to simplify the evaluations, for instance, average distances between CHs and their members are taken into account or simplified
etting like virtual grids or virtual layers are considered. Such simplifications are then reflected into the rotation strategies. In this
ay, overhead messages required to keep the network updated of the actual values is reduced. On the other hand, average values
re not always well representative of the actual situation. This may clearly lead to reduce the lifetime of a WSN that could have
enefit of the real values on which an effective rotation strategy should operate.

In this paper, we aim to solve the problem to prolong the WSN lifetime by proposing an optimum rotation strategy that does
ot consider average values. In fact, our approach is based on actual distances and detailed energy evaluations. Interestingly, it can
e adapted to any clustering algorithm and does not require simplifications with respect to the outcome of the clustering.

. Rotation heuristics in details

In this section, we provide some details about the rotation heuristics we compare our ORS with. These are REECHD, CER-CH,
EACH and ERHEED.

ER-HEED [4] enhances HEED [19] clustering method with the introduction of rotation. HEED includes cluster formation, cluster
ead election and network operation phases. During the cluster head election phase the node with the highest residual energy has
ore probability of becoming cluster head. Nodes become members of their closest CH. HEED generally prevents the overlapping

f different clusters. Reelection takes place after five rounds in order to balance energy consumption. ER-HEED [4] enhances HEED
irst node die lifetime measure by replacing reelection with rotation where a cluster head selects as CH its member node with highest
nergy.

Low Energy Adaptive Clustering Hierarchy (LEACH) [18] is the clustering protocol that first introduced the concepts of clustering
SNs. LEACH elects the cluster heads by performing a randomised election. Reelection takes place after five rounds in order to load

alance the energy consumption. The current cluster heads cannot be elected in two consecutive rounds. Each CH aggregates member
ode data which is forwarded directly to the BS. It is worth mentioning that LEACH do not use the node residual energy for CH
lection.

Rotating Energy Efficient Clustering for Heterogeneous Devices (REECHD) is a clustering protocol that generates clusters with
nequal size. This is done in order to balance the intra-cluster communication for heterogeneous wireless sensor network. CH election
onsiders the node’s residual energy and its transmission rate. Eq. (10) defines the node probability of becoming CH. Parameter 𝐾

is used in order to constrain 𝐶𝐻𝑝𝑟𝑜𝑏 value between 0 and 1 (so that it defines a probability). Parameter 𝐾 is set to 𝐾 = 2. 𝐶𝑝𝑟𝑜𝑏 is a
redefined initial probability (e.g., 5%). This sets the initial percentage of CHs amongst all WSN nodes. 𝐸𝑟𝐶𝐻

is the residual node
nergy, 𝐸𝑚𝑎𝑥𝐶𝐻

is the maximum energy of the node (it is equal to a fully charged battery), 𝑇 (𝐶𝐻) is the transmission rate of the
ode, 𝑇𝑚𝑎𝑥 is the highest transmission rate of the WSN (it corresponds to the rate of the node which has the highest transmission
ate in the WSN). 𝐶𝐻𝑝𝑟𝑜𝑏 value of a node is not allowed to fall below a certain threshold 𝑃𝑚𝑖𝑛 (e.g., 10−4), that is selected to be
nversely proportional to 𝐸𝑚𝑎𝑥.

𝐶𝐻𝑝𝑟𝑜𝑏 = 𝑚𝑎𝑥

(

𝐶𝑝𝑟𝑜𝑏

𝐾

(

𝐸𝑟𝐶𝐻

𝐸𝑚𝑎𝑥𝐶𝐻

+
𝑇 (𝐶𝐻)
𝑇𝑚𝑎𝑥

)

, 𝑃𝑚𝑖𝑛

)

(10)

REECHD also defines the intra-traffic rate limit (ITRL) (see Eq. (11) for a formal definition) that is used in order to limit the
amount of inter-traffic inside a cluster. More precisely, each CH must accept new member nodes only when the summation of the
member node transmission rate does note exceed the value ITRL. This is defined using following equation:

|𝑚𝑒𝑚𝑏𝑒𝑟_𝑠𝑒𝑡|
∑

𝑖=1
𝑠𝑒𝑛𝑑𝑖𝑛𝑔_𝑟𝑎𝑡𝑒(𝑖) < 𝐼𝑇𝑅𝐿 (11)

REECHD has the following five different phases:

1. cluster head election where a subset of the WSN nodes become cluster heads;
2. cluster formation where each WSN node that is not cluster head attempts to join a CH in order to form clusters. A node joins

the least cost CH which can be calculated according to a cost function that is defined by Eq. (10);
3. CH routing tree definition where a routing tree which involves clusters head is defined. This allows CHs to forward data to the

BS. A top-down strategy is used by REECHD in order to define the routing tree;
4. network operation where data are delivered to the BS. REECHD performs five rounds of data delivery.
5. rotation where the current CH elects the next CH by considering Eq. (10) as a weight function. Rotation phase is triggered at

the end of every network operation phase.

CER-CH defines a routing tree and a CH rotation that can be combined with any clustering strategy. More precisely, starting
from any clustering criteria, CER-CH defines a rotation heuristic that is combined with a top-down CH routing tree definition.
6

𝐸𝑇𝐷𝑀𝐴(𝐶𝐻,𝐶𝐻𝑓 ) = 𝐸𝑖𝑛𝑡𝑒𝑟(𝐶𝐻,𝐶𝐻𝑓 ) + 𝐸𝑖𝑛𝑡𝑟𝑎(𝐶𝐻) (12)
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Fig. 2. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis the WSN lifetime (i.e., the number of rounds before the first node dies).
Middle cluster simulation setting with 20 sensors.

The selected cluster head should reduce the 𝐸𝑇𝐷𝑀𝐴 energy consumption (see Eq. (12) for details) where 𝐸𝑖𝑛𝑡𝑒𝑟(𝐶𝐻,𝐶𝐻𝑓 ) is
the energy the node spends for inter-traffic communication. This regards the forwarding of data from the CH to the next hop
(i.e., another CH or the BS). 𝐸𝑖𝑛𝑡𝑟𝑎(𝐶𝐻) is the energy the node spends for intra-traffic communication that is to receive data from
its cluster members.

𝐶𝐸𝑅 − 𝐶𝐻(𝐶𝐻,𝐶𝐻𝑓 ) =
𝐸𝑟𝐶𝐻

𝐸𝑇𝐷𝑀𝐴(𝐶𝐻,𝐶𝐻𝑓 )
(13)

Eq. (13) defines the weight function used by CER-CH to perform rotation where 𝐸𝑟𝐶𝐻
is the node residual energy. This estimates

the number of times a node can play the cluster head role.

6. Comparison and discussion

We consider 20 nodes that are uniformly distributed inside a cluster. We remind that for our simulations we are considering just
the sensors inside a single cluster. Hence, 20 nodes represent a reasonable size as the CH must take care of collecting and processing
all the data from its members. The diameter of a cluster is considered of different sizes among the set {20, 30, 50} metres. Our
simulation uses the following three main settings:

• Cluster far apart where the cluster centre is located at coordinate (0, 0), the base station is located at (50, 175);
• Cluster Middle where the cluster centre is located at coordinate (50, 50), the base station is located at (50, 175);
• Cluster close to BS where the cluster centre is located at coordinate (50, 100), the base station is located at (50, 175);

In the homogeneous case all nodes have the same initial energy (i.e., 4 joule) and have the same transmission rate (i.e., 1024
bits per message). In the heterogeneous WSN case the initial energy of a node is randomly chosen within the interval [1, 4] joules
and the message size falls within the interval [500, 3000] bits. This message size is drawn in the first setup phase and then is kept
constant throughout the entire WSN simulation. Nodes have the same processing and aggregation capability. More precisely, a CH
aggregates all received messages into a single one of 1024 bits. Nodes have a unique IDs and can transmit at various power levels
which depend on the distance of the receiver.

6.1. Homogeneous WSNs simulations

An important parameter to be considered for our experiments is the maximum communication radius of a sensor. However, by
empirical observations, we concluded that such a parameter is not relevant for the results obtained within one cluster, as long as
the chosen radius guarantees connectivity within the cluster. To this respect, we report in Fig. 2 the lifetime of all heuristics and the
optimum for a Middle setting cluster that is composed of 20 sensors. We have chosen a max transmission range (for intra-cluster
communication) of 20, 30 or 50 m. We can observe that the maximum communication radius does not affect much the trend obtained
for each of the five applied algorithms. The cluster far apart and cluster close to BS settings are not shown since they have the same
trend of the cluster Middle setting. It is worth mentioning that the lifetime value increases as the cluster is closer to the BS.
7
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Fig. 3. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis: loss in percentage of the heuristics w.r.t. ORS. Middle cluster simulation
setting with 20 sensors.

Fig. 4. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis: loss in percentage of the heuristics w.r.t. ORS. Cluster close to BS setting
with 20 sensors.

Fig. 3 shows the loss in percentage of the heuristics with respect to the optimal rotation. For instance, when the cluster radius
is 50, ERHEED, CER-CH and REECHED lose around 20% while LEACH more than 50%. ERHEED, CER-CH and REECHED lose most
of the energy as consequence of overhead messages. These are needed in order to perform the rotation protocol. Another portion of
energy is lost as consequence of the rotation heuristic itself. More precisely, all heuristics choose the next cluster head by considering
a specific set of parameters and not the whole factors affecting energy consumption. For instance, ERHEED only looks at the residual
energy while CER-CH at the ratio between consumed energy as CH and residual energy. This suggests the requirement for a new
heuristic that considers further parameters such as relative distances of the sensors to the CH, their consumption as member nodes
and so on. As we are going to see, this observation is exacerbated when WSNs are heterogeneous in terms of rate and max energy.
When LEACH is considered, its random selection leads to a worse performance since the aforementioned parameters are completely
neglected. Similar considerations can be provided for the cases where the cluster is close to the BS and far apart.

Fig. 4 shows the loss in percentage of the heuristics w.r.t. ORS when the cluster is close to BS. We can observe that for CER-
CH, ERHEED and REECHED have a slightly worse performance as the cluster is closer to the BS. In fact, the contribution of the
8
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Table 1
Average, Maximum and Minimum loss in percentage of the heuristics w.r.t. ORS in the case of
20 Nodes cluster in the Middle and radius 30.

CER-CH ERHEED LEACH REECHED

AVG 0.186 0.186 0.408 0.186
MAX 0.188 0.188 0.495 0.188
MIN 0.182 0.182 0.341 0.182

Fig. 5. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis the WSN lifetime (i.e., the number of rounds before the first node dies).
Middle cluster simulation setting with 20 sensors.

transmission to the BS becomes closer to the consumption inside the cluster, hence, making such a contribution less relevant. This
energy consumption also makes CH to BS communication similar for all nodes which slightly improves LEACH performance.

Another interesting observation can be deduced by looking at Table 1. This reports the average, minimum and maximum loss
in percentage of the heuristics w.r.t. ORS in the case of 20 nodes cluster in the middle setting and radius 30. It is evident that
the behaviour of the heuristics is rather stable across the tested networks. Therefore the variance is almost zero. Intuitively, this is
consequence of the homogeneous settings where nodes have equal initial energy and rate.

6.2. Heterogeneous WSNs simulations

More interesting is the heterogeneous case, where sensors may start their work with different energy levels and different
transmission rates.

Fig. 5 the lifetime of all heuristics and the optimum for a Middle setting cluster that is composed of 20 sensors. We have chosen
a max transmission range (for intra-cluster communication) of 20, 30 or 50 m. Of course, the more the range of heterogeneity,
the less the chance for LEACH to guarantee the network persistence. In fact, by choosing at random the cluster-head may result in
selecting the sensor with less charging available. However, the worst performance is provided by REECHED. In fact, the strength
of this algorithm is mainly focused on building clusters with variable size rather than on rotation. Since in our simulations we are
considering a single cluster with fixed size, the advantages of REECHED are somehow obscured. This is evident in comparison with
the simulation that are shown in the previous section for the homogeneous case since in that case all clusters would have the same
size. ERHEED and CER-CH have the best performance since they are conceived for equal-sized clustering and their rotation strategies
have been proved to be effective. Their performance is very close to the optimal one similarly to the homogeneous case. The cases
where the cluster is close to the BS and far apart can be neglected since the trend is exactly the same as the middle case.

Fig. 6 shows the loss in percentage of the heuristics with respect to the optimal rotation. For instance, when the cluster radius
is 50, ERHEED and CER-CH lose around 23% while LEACH and REECHED more than 90% and 700%, respectively. For this reason
in Fig. 7 we focus on the trend of ERHEED and CER-CH only in order to better appreciate their performance. Similarly to the
homogeneous case, ERHEED and CER-CH lose most of the energy as consequence of overhead messages although slightly more
energy is lost by the heuristic strategy. We can also notice a slightly higher impact on the performance as the size of the cluster
increases. This highlights the relevance of the strategy applied by the heuristics. Similar considerations can be provided for the cases
where the cluster is close to the BS or far apart.
9
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Fig. 6. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis: loss in percentage of the heuristics w.r.t. ORS. Middle cluster simulation
setting with 20 sensors.

Fig. 7. On X axis: the sensor communication radius (i.e., 20, 30 and 50 m), on Y axis: loss in percentage of the heuristics w.r.t. ORS. Cluster close to BS
simulation setting with 20 sensors.

Table 2 shows the average, minimum and maximum loss in percentage of the heuristics w.r.t. ORS in the case of 20 nodes in the
middle cluster setting and radius 30 m. The behaviour of the heuristics vary a lot across the tested networks. Therefore the variance
becomes more relevant and higher w.r.t. the homogeneous case. This confirms the intuition that heterogeneous settings can heavily
affect the heuristics performance. For instance a node that has low energy and high rate will be not selected as cluster head by
the heuristics when a node with very high energy is left. This high-rate low-energy node generates lots of intra-traffic thus quickly
depleting the node energy. This confirms once again the requirements for new heuristics that takes into account such occurrences
(i.e., the member node traffic). This can be rather complicated since requires to consider the energy consumed as CH and as node
member. In particular, the consumption as node member depends on a CH that is unknown.

7. Conclusions and future work

The paper proposes a novel Integer Linear Programming formulation in order to devise an Optimum Rotation Scheduling (ORS)
for clustered WSNs. We assumes the network has been already clustered by using some static or dynamic clustering protocols. Our
ORS allows the definition of an optimal cluster rotation schedule. More precisely, ORS calculates for each node the number of times
10
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Table 2
Average, Maximum and Minimum loss in percentage of the heuristics w.r.t. ORS in the case of
20 Nodes cluster in the Middle and radius 30.

CER-CH ERHEED LEACH REECHED

AVG 0.202 0.206 0.988 5.341
MAX 0.279 0.289 1.379 11.841
MIN 0.124 0.127 0.638 0.750

required to play the CH role. After that time, the node performing the cluster head role can delegate a new CH without the need
of any re-election. This saves overhead messages. ORS optimises the rotation by considering the first node die lifetime measure.
It produces a rotation schedule that results in the optimum cluster lifetime. Extensive simulations have been provided in order to
compare existing heuristics with the optimum values. In particular, the homogeneous and heterogeneous cases have been considered.
In both settings, it turns out that in order to improve on the performances of the existing heuristics, one should somehow include in
the strategy the energy consumption required by a node when it is a member of a cluster and not only when it is the CH. Moreover,
the resolution of our integer linear programming formulation is rather efficient since our optimal algorithm works within single
clusters (i.e., the number of nodes is limited).

As future work we plan to extend our model to the multi-hop case.

eclaration of competing interest

The authors declare the following financial interests/personal relationships which may be considered as potential competing
nterests:Leonardo Mostarda reports financial support was provided by Italian Ministry of University and Research (MUR)m, Next
eneration U (PNRR) fundings.

ata availability

No data was used for the research described in the article

eferences

[1] R. De Leone, L. Mostarda, Optimal cluster head rotation for heterogeneous wsns, in: Web, Artificial Intelligence and Network Applications - Proceedings
of the Workshops of the 34th International Conference on Advanced Information Networking and Applications, AINA, in: 1150 of Advances in Intelligent
Systems and Computing, Springer, 2020, pp. 947–955.

[2] V. Hassija, V. Chamola, V. Saxena, D. Jain, P. Goyal, B. Sikdar, A survey on iot security: Application areas, security threats, and solution architectures,
IEEE Access 7 (2019) 82721–82743.

[3] F. Al-Turjman, L. Mostarda, E. Ever, A. Darwish, N. Shekh Khalil, Network experience scheduling and routing approach for big data transmission in the
internet of things, IEEE Access 7 (2019) 14501–14512.

[4] Z. Ullah, L. Mostarda, R. Gagliardi, D. Cacciagrano, F. Corradini, A comparison of heed based clustering algorithms – introducing er-heed, in: 2016 IEEE
30th International Conference on Advanced Information Networking and Applications, AINA, 2016, pp. 339–345.

[5] R. Pachlor, D. Shrimankar, Lar-ch: A cluster-head rotation approach for sensor networks, IEEE Sens. J. 18 (23) (2018) 9821–9828.
[6] M. Micheletti, L. Mostarda, A. Piermarteri, Rotating energy efficient clustering for heterogeneous devices (reechd), in: 32nd IEEE International Conference

on. Advanced Information Networking and Applications, IEEE AINA 2018, Pedagogical University of Cracow, Poland, 2018, pp. 213–220, May (2018)
16-18.

[7] N. Aierken, R. Gagliardi, L. Mostarda, Z. Ullah, Ruheed-rotated unequal clustering algorithm for wireless sensor networks, in: 29th IEEE International
Conference on Advanced Information Networking and Applications Workshops, AINA 2015 Workshops, Gwangju, South Korea, 2015, pp. 170–174,
http://dx.doi.org/10.1109/WAINA.2015.86, March (2015) 24-27.

[8] M. Lewandowski, B. Płaczek, An event-aware cluster-head rotation algorithm for extending lifetime of wireless sensor network with smart nodes, Sensors
19 (19) (2019) 4060, http://dx.doi.org/10.3390/s19194060.

[9] R. Pachlor, D. Shrimankar, K.K. Nagwanshi, M. Paliwal, Cluster-head rotation approaches in sensor networks: a review, 2022.
[10] A. Kumar, V. Kumar, N. Chand, Energy efficient clustering and cluster head rotation scheme for wireless sensor networks, Int. J. Adv. Comput. Sci. Appl.

3 (5).
[11] H. Ferng, J. Chuang, Area-partitioned clustering and cluster head rotation for wireless sensor networks, in: 2017 International Conference on Machine

Learning and Cybernetics, Vol. 2, ICMLC, 2017, pp. 593–598.
[12] A. Navarra, C.M. Pinotti, A. Formisano, Distributed colorings for collision-free routing in sink-centric sensor networks, J. Discrete Algorithms 14 (2012)

232–247.
[13] A.W. Khan, A.H. Abdullah, M.A. Razzaque, J.I. Bangash, Vgdra: A virtual grid-based dynamic routes adjustment scheme for mobile sink-based wireless

sensor networks, IEEE Sens. J. 15 (1) (2015) 526–534.
[14] A. Navarra, C.M. Pinotti, V. Ravelomanana, F.B. Sorbelli, R. Ciotti, Cooperative training for high density sensor and actor networks, IEEE J. Sel. Areas

Commun. 28 (5) (2010) 753–763.
[15] T. Liu, J. Peng, J. Yang, G. Chen, W. Xu, Avoidance of energy hole problem based on feedback mechanism for heterogeneous sensor networks, Int. J.

Distrib. Sens. Netw. 13 (6) (2017) 1550147717713625.
[16] F. Barsi, A.A. Bertossi, C. Lavault, A. Navarra, S. Olariu, C.M. Pinotti, V. Ravelomanana, Efficient location training protocols for heterogeneous sensor and

actor networks, IEEE Trans. Mob. Comput. 10 (3) (2011) 377–391.
[17] M. Micheletti, L. Mostarda, A. Navarra, Cer-ch: Combining election and routing amongst cluster heads in heterogeneous wsns, IEEE Access 7 (2019)

125481–125493.
[18] W.R. Heinzelman, A. Chandrakasan, H. Balakrishnan, Energy-efficient communication protocol for wireless microsensor networks, in: Proceedings of the

33rd Hawaii International Conference on System Sciences-Volume 8 - Volume 8, HICSS ’00, IEEE Computer Society, Washington, DC, USA, 2000, p. 8020.
11

http://refhub.elsevier.com/S2542-6605(23)00080-X/sb1
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb1
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb1
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb1
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb1
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb2
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb2
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb2
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb3
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb3
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb3
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb4
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb4
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb4
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb5
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb6
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb6
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb6
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb6
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb6
http://dx.doi.org/10.1109/WAINA.2015.86
http://dx.doi.org/10.3390/s19194060
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb9
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb10
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb10
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb10
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb11
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb11
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb11
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb12
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb12
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb12
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb13
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb13
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb13
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb14
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb14
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb14
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb15
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb15
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb15
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb16
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb16
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb16
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb17
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb17
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb17
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb18
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb18
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb18


Internet of Things 22 (2023) 100757L. Mostarda et al.
[19] O. Younis, S. Fahmy, Heed: A hybrid, energy-efficient, distributed clustering approach for ad hoc sensor networks, IEEE Trans. Mob. Comput. 3 (4) (2004)
366–379, http://dx.doi.org/10.1109/TMC.2004.41.

[20] W.R. Heinzelman, A. Chandrakasan, H. Balakrishnan, Energy-efficient communication protocol for wireless microsensor networks, in: Proceedings of the
33rd Annual Hawaii International Conference on System Sciences, Vol. 2, 2000, p. 10.

[21] M. Zeng, X. Huang, X. Fan, A heterogeneous energy wireless sensor network clustering protocol, Wirel. Commun. Mob. Comput. http://dx.doi.org/10.
1155/2019/7367281.

[22] E. Ever, R. Luchmun, L. Mostarda, A. Navarra, P. Shah, Uheed - an unequal clustering algorithm for wireless sensor networks, in: SENSORNETS, 2012,
pp. 185–193.
12

http://dx.doi.org/10.1109/TMC.2004.41
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb20
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb20
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb20
http://dx.doi.org/10.1155/2019/7367281
http://dx.doi.org/10.1155/2019/7367281
http://dx.doi.org/10.1155/2019/7367281
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb22
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb22
http://refhub.elsevier.com/S2542-6605(23)00080-X/sb22

	Optimal vs rotation heuristics in the role of cluster-head for routing in IoT constrained devices
	Introduction
	Outline

	Radio and Network models
	Radio Model
	Network Model

	Integer Linear Programming formulation
	Related work
	Rotation heuristics in details
	Comparison and discussion
	Homogeneous WSNs simulations
	Heterogeneous WSNs simulations

	Conclusions and future work
	Declaration of Competing Interest
	Data availability
	References


